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Preface to ”Human Enhancement Technologies and

Our Merger with Machines”

This book represents a collection of papers that comprised two Special Issues which were

published in the online journal Philosophies. Eight of the papers are from the Special Issue on “Human

Enhancement Technologies and Our Merger with Machines”, which was edited by Woodrow Barfield

and Sayoko Blodgett-Ford. Three of the papers are from the Special Issue on “Cyberphenomenology:

Technominds Revolution”, which was edited by Professor Jordi Vallverdu (who kindly consented to

the use of papers collected for his Special Issue in this edited book). All the papers discuss issues

related to emerging technologies designed to enhance human bodies and minds from the perspective

of ethics, law, and policy. Considering the papers which comprise this book, we do not focus

solely on the integration of technology within human bodies, such as in neuroprosthetics; instead,

we emphasize a wider scope of the topic and also include a discussion of genetic, biological, and

pharmacological enhancements to humans. Diverse approaches are leading to a future world where

humans may be permanently or temporarily enhanced with technology through the use of artificial

parts, by manipulating (or reprogramming) human DNA, and other enhancement techniques that

will surely emerge in the coming decades (and combinations thereof). Such techniques could include

precision medicine, more sophisticated genome sequencing and gene editing (CRISPR), cellular

implants, and computationally powerful wearable devices that can be implanted in the human body,

including the brain. Other enhancements for humans could result from nanoscale drugs (including

antibiotic “smart bombs”) to target specific strains of bacteria and to repair cells. And, in the future,

we may be able to implant devices such as bionic eyes and bionic kidneys within the human body,

or even artificially grown and regenerated human organs. Whatever the form of the enhancement

technology, important ethical, legal, and policy issues arise. The collection of papers in this book

continues the discussion on this important topic which has already garnered interest within the

philosophy community. Here, we present some unique issues, and we hope to motivate further

discussion on this topic.

Should the reader think we are operating in the realm of science fiction, only discussing

issues of ethics, law, and policy which may be relevant for a distant future, consider that in 2018,

in research funded in the US by the Defense Advanced Research Projects Agency (DARPA), a

person with a brain chip piloted a swarm of drones using signals from the brain. More recently,

a research team from Columbia University tested the convergence of neural networks. This was

achieved by combining brain implants, artificial intelligence, and a speech synthesizer to translate

brain activity into recognizable robotic produced words. The implications of this neuromorphic

technology for human enhancement are tremendous, including allowing paralyzed people the ability

to communicate more easily and the potential to read human thoughts via cognitive imaging. In

the view of the editors, we are on the cusp of significantly upgrading (or at least modifying) the

human ecosystem. We are already witnessing the merging of artificial circuitries with biological

intelligence, retrieved in the form of electric, magnetic, and mechanical transductions. These and

other technologies that will be integrated into or combined with the human body all give rise to

the ethical, legal, and policy issues considered in this book. They also require a continuing effort to

re-evaluate current laws and, if appropriate, modify or develop new laws that address enhancement

technology. A legal, ethical, and policy response to current and future human enhancements should

strive to protect the rights of all parties involved, and to recognize responsibilities of humans to other

ix



conscious and living beings, regardless of what they look like or what abilities they may have (or

lack). In the final paper, a potential ethical approach is outlined in which rights and responsibilities

should be respected even if enhanced humans are perceived by non-enhanced (or less-enhanced)

humans as “no longer human” at all.

Woodrow Barfield, Sayoko Blodgett-Ford

Editors

x
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We are pleased to introduce the authors and papers which form the Special Issue
“Human Enhancement Technologies and Our Merger with Machines”. We should first note
that humans are already becoming equipped with technology that ranges from artificial
limbs, heart pacers, retinal and neuroprostheses, cochlear implants, and other emerging
technologies used to enhance human capabilities. We had such current and future “mechan-
ical enhancements” in mind when we first considered editing a Special Issue. However,
as we developed the Special Issue further, based on the authors submissions in response
to the call for papers, we realized that it was essential to develop a broad definition of
“enhancement” to include chemical enhancements, genetic enhancements, pharmaceutical
enhancements, and beyond, as all such areas are currently under development and relate to
the topic of the Special Issue. In our view, a Special Issue on human enhancement technolo-
gies is not only timely but covers a topic that invokes many interesting and challenging
ethical, legal, practical, and philosophical issues. When inviting scholars to contribute
to the Special Issue, we sought authors from different academic disciplines such that we
would produce a Special Issue with different perspectives and points of view. We think a
cross-disciplinary approach to human enhancement technologies is important given the
complexity and depth of the challenges that need to be addressed. Thus, the Special Issue
consists of eight papers contributed by a diverse group of scholars from law, technology,
and social science that focus on issues which involve a future in which people will be
equipped with enhancement technologies for medical and nonmedical reasons.

The paper by Dunagan, Grove, and Halbert, “The Neuropolitics of Brain Science
and Its Implications for Human Enhancement and Intellectual Property Law”, focuses
on how human enhancements directed at the brain may change what we know about
human creativity and innovation. The authors make the points that the possibility of
direct brain-to-brain communication, the use of cognitive-enhancing drugs to enhance
intelligence and creativity, and the extended connections between brains and the larger
technological world can lead to a linkage between intellectual property (IP) law and policy.
To address IP issues resulting from human enhancements, the authors suggest that new
conceptualizations of the brain are needed to challenge the notion of the autonomous
individual and to address creativity and originality as possibly occurring beyond that
of an individual creation. Fiorella Battaglia, in “Agency, Responsibility, Selves, and the
Mechanical Mind”, also focuses on the subject of mental activities and human enhancement,
discussing moral issues that arise not only when neural technology directly influences
and affects people’s lives, but also when the impact of its interventions in creating an
“extended mind” allows us to conceptualize the mind in new and unexpected ways,
using a “mechanical mind” approach. By reviewing theories of consciousness, theories
of subjectivity, and third person perspective on the brain, the paper identifies both a
major area of transformation in philosophy of action understood in terms of additional
epistemic devices and as a result “self-objectification” as a new area of concern, which she
characterizes in terms of “alienation” following Ernst Kapp’s philosophy of technology.

Philosophies 2021, 6, 9. https://doi.org/10.3390/philosophies6010009 https://www.mdpi.com/journal/philosophies
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Allen Coin, Megan Mulder, and Veljko Dublievic, in “Ethical Aspects of BCI Technol-
ogy: What Is the State of the Art?”, address uses of enhancement technology to discuss
how brain activity can be interpreted through both invasive and noninvasive monitoring
devices, allowing for novel, therapeutic solutions for individuals with disabilities and
for other nonmedical applications. However, the authors note that, to date, a number of
ethical issues have been identified from the use of brain–computer interface (BCI) tech-
nology. Based on a review and analysis of the literature, the authors identify key areas of
BCI ethics that they argue warrant further research efforts, arguing that the physical and
psychological effects of BCI technology and, particularly, BCI ethics should be addressed in
future work. From more of a technological view of human enhancement, Kevin Warwick
in “Superhuman Enhancements via Implants: Beyond the Human Mind” takes a practical
look, based on his unique perspective of one of the world’s first cyborgs, at some of the
possible enhancements for humans through the use of implants, particularly in the brain or
nervous system. An interesting point is made by Warwick that some cognitive enhance-
ments may not turn out to be practically useful, whereas others may turn out to be mere
steps on the way to the construction of superhumans. Warwick’s paper focuses on the
latter issue—enhancements that take recipients beyond the human norm rather than any
implantations employed merely for therapy. Warwick takes the perspective that humans
are essentially their brains, and that bodies serve as interfaces between brains and the
environment. Speculating about the future of human enhancement, Warwick considers the
possibility of building an “Interplanetary Creature” having an intelligence and, possibly,
a consciousness of its own.

Chia Wei Fahn, in “Marketing the Prosthesis: Supercrip and Superhuman Narratives
in Contemporary Cultural Representations”, examines prosthetic technology in the context
of posthumanism and disability studies, with a focus on how the disabled body is empow-
ered through prosthetic enhancement and cultural representations. Fahn cross-examines
empowering marketing images and phrases embedded in cinema and media that empha-
size how disability becomes a superability with prosthetic enhancement. She discusses
questions such as: Why is it that the disabled have yet to reap the rewards or prosthetic
technology? How are disabled bodies, biotechnology, and posthuman possibilities com-
modified and commercialized? Most importantly, what impact will human enhancements
have on our society? Presenting a different but important type of enhancement technol-
ogy, Marcelo de Araujo in “The Ethics of Genetic Cognitive Enhancement: Gene Editing
or Embryo Selection?” discusses how recent research with human embryos in different
parts of the world has sparked a new debate on the ethics of genetic human enhancement.
While focusing on gene-editing technologies, especially CRISPR, Araujo notes that less
attention has been given to the prospect of pursuing genetic human enhancement by means
of in vitro fertilization (IVF) in conjunction with in vitro gametogenesis, genome-wide
association studies, and embryo selection. Thus, he examines the different ethical implica-
tions of the quest for cognitive enhancement by means of gene-editing on the one hand,
and embryo selection on the other. He argues that the philosophical debate on the ethics
of enhancement should take into consideration public attitudes to research on human
genomics and human enhancement technologies.

S.J. Blodgett-Ford, in “Human Enhancements and Voting: Towards a Declaration
of Rights and Responsibilities of Beings”, explores the ethics of “voting” in the context
of human enhancements. The author discusses “voting” for enhanced humans who fall
into two broad categories—those with moderate enhancements, where the “humanity” of
the enhanced person is not seriously in question, and those with extreme enhancements,
where humans who lacked similar enhancements would likely question the “humanity”
of the enhanced human (people a hundred years ago might think enhanced people of
today are beyond humanity). The question of who has the right to vote and how they
can vote is explored in the context of voting in the United States at the federal level.
The author points out that for voting, there is risk that existing patterns of discrimination
will continue substantially “as is” for humans with physical and mental enhancements,
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who are viewed as “still human”. For the “beyond human” category of enhancements,
the article argues that the established rules and practice of voting are likely to be directly
challenged by extreme physical and/or mental enhancements, and that for both moderate
and extreme enhancements, humans who are not enhanced may be disenfranchised if
certain enhancements become prevalent among the voting population. Extending the
discussion, the author borrows from the Universal Declaration of Human Rights (UDHR)
of 1948 and applies an extended ethical theory of engagement to advocate that voting rights
and responsibilities should be reframed from a foundational working hypothesis that all
living and all conscious “beings” (including all enhanced and nonenhanced humans) are
of value and should have a right to vote as a cornerstone of a new Declaration of Rights
and Responsibilities of Beings.

Given the use of enhancements technologies to create “super soldiers”, Sahar Latheef
and Adam Henschke in “Can a Soldier Say No to an Enhancing Intervention?” discuss
how technological advancements have provided militaries with the possibility to en-
hance human performance and to provide soldiers with better warfighting capabilities.
Though these technologies hold significant potential, their use is not without cost to the
individual. The paper explores the complexities associated with using human cognitive
enhancements in the military, focusing on how the purpose and context of these technologies
could potentially undermine a soldier’s ability to say no to these interventions. The authors
explore situations that could potentially compel a soldier to accept such technologies and
how this acceptance could impact rights to individual autonomy and informed consent
within the military. The authors argue that though in some situations, a soldier may be
compelled to accept enhancements, with their right to say no diminished, it is not a blanket
rule, and safeguards ought to be in place to ensure that autonomy and informed consent
are not overridden.

To conclude, due to the importance of the ethical and other philosophical, legal, social,
and scientific issues involved in human enhancement technologies (broadly defined),
we hope that the Special Issue generates more discussion and research on the topics
covered in the eight papers and beyond. In our view, a cross-disciplinary approach within
the fields of philosophy, engineering, computer science, law, and social science is critical to
approach the involved ethical issues as increasingly more powerful technology is attached
to and implanted within the human body, and as other modifications become possible.

Funding: This research received no external funding.

Acknowledgments: The editors gratefully acknowledge the efforts of the contributors to the special
edition and the quality of their papers.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: As we move deeper into the twenty-first century there is a major trend to enhance the
body with “cyborg technology”. In fact, due to medical necessity, there are currently millions
of people worldwide equipped with prosthetic devices to restore lost functions, and there is a
growing DIY movement to self-enhance the body to create new senses or to enhance current
senses to “beyond normal” levels of performance. From prosthetic limbs, artificial heart pacers
and defibrillators, implants creating brain–computer interfaces, cochlear implants, retinal prosthesis,
magnets as implants, exoskeletons, and a host of other enhancement technologies, the human
body is becoming more mechanical and computational and thus less biological. This trend will
continue to accelerate as the body becomes transformed into an information processing technology,
which ultimately will challenge one’s sense of identity and what it means to be human.
This paper reviews “cyborg enhancement technologies”, with an emphasis placed on technological
enhancements to the brain and the creation of new senses—the benefits of which may allow
information to be directly implanted into the brain, memories to be edited, wireless brain-to-brain
(i.e., thought-to-thought) communication, and a broad range of sensory information to be explored
and experienced. The paper concludes with musings on the future direction of cyborgs and the
meaning and implications of becoming more cyborg and less human in an age of rapid advances in
the design and use of computing technologies.

Keywords: cyborg; enhancement technology; prosthesis; brain–computer interface; new senses; identity

1. Cyborgs and Prostheses

The human body is in the process of experiencing a rapid transformation from a completely
biological entity created based on instructions provided by human DNA to a body becoming far
more “computational and technological” [1]. While this paper focuses on the theme of “human”
enhancement technology, we also review some computational enhancements to animal subjects
because such studies provide examples of the future direction of enhancement technology and in
some cases these very technologies will be implemented into the human body and likely within one
or two decades. Generally, body-worn and implantable technology serves to identify cyborgs as a
constellation within which the identities of the members of cyborg groups “negotiate” their individual
significance. We describe “cyborg culture” or “cyborg being” as a particular way of life, or set of
beliefs, which expresses certain meanings in the context of cyborg technologies; particularly in the case
of many self-imposed cyborgs that “way of life” is to become transhuman [2,3]. Broderick describes
a transhuman as a person who explores all available and future methods for self enhancement that
eventually leads toward the radical change of posthuman—which is to ultimately become nearly
unlimited in physical and psychological capability (i.e., to go beyond human) [4].

Using a semiotic framework, cyborg enhancement technologies can be viewed as signs which
are subject to the criteria of ideological evaluation [5] which for self-enhanced cyborgs is a culture of

Philosophies 2017, 2, 4; doi:10.3390/philosophies2010004 www.mdpi.com/journal/philosophies5
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“technologically savvy” and to some extent nonconformists, and, as noted, transhumanists. In general,
we use the term “cyborg technology” to refer to technology integrated into the human body which not
only restores lost function but enhances the anatomical, physiological, and information processing
abilities of the body [6]. With this definition in mind a person with a heart pacer is a cyborg as is a
person with an artificial arm controlled by thought. In terms of scope and content, the focus of the
paper is not on drug enhancements to amplify human performance or methods of genetic engineering
to enhance the body, nor does the paper focus on mobile consumer products such as smartphones or
tablets which some refer to as a cyborg enhancement. Instead the paper focuses more so on the body
itself—which we theorize is becoming an information processing technology based on the implantation
of computing technology directly within the body. Finally, we use the term “cyborg prosthesis” to refer
to artificial enhancements to the body providing computational capability, one example is an artificial
hippocampus another is a brain–computer interface.

Table 1 provides an overview of cyborg technologies and enhancements designed to augment
human abilities and is organized around: (1) technology which “externally interfaces” with the body;
(2) implants within the body; and (3) technology which modifies in some way brain activities. The last
category may include devices like Google Glass and other types of “eye-worn” technology, that while
not directly implanted within the body, do in fact help to augment the world with information and thus
enhance the information processing abilities of humans. Further, many refer to people wearing such
devices as “cyborgs” therefore the following table includes a brief section—“Computing Attachment
as Enhancement”, to more fully represent the range of technologies available that help create what to
some is the “common view” of a cyborg. And, to a lesser extent, enhancements to aid mobility in the
form of exoskeletons are included in Table 1 to provide a more complete range of cyborg technologies
that are emerging now. Additionally, there are currently a large number of enhancement technologies
that are available either as commercial products or as emerging technologies, to review them all would
be beyond the scope of this paper, therefore Table 1 is provided mainly to motivate discussion on the
topic and to provide some organizing principles and categories to frame the debate on our future as
cyborgs. Finally, two examples in Table 1 are of animal studies, again to show the direction of cyborg
technology and to give the reader a more complete overview of the cyborg future which awaits us.

Similar to our Table 1, Kevin Warwick in this special edition on Cyberphenomenology: Technominds
Revolution [7] presented a four-case description of enhancement (or cyborg) technologies. Case 1
represents technology positioned close to the human body, but not integrated into the body; case 2
is technology implanted into the body but not the brain/nervous system (whether for therapy or
enhancement); case 3 represents technology linked directly to the brain/nervous system for therapeutic
purposes; and case 4 is technology linked to the brain/nervous system to create “beyond normal”
levels of performance. We present Warwick’s classification as an alternative method for parsing
distinctions between cyborg enhancements keeping in mind the fluidity of some of these, and our,
categories—namely that Warwick’s case 3 technology may only be a matter of a software rewrite away
from a case 4 technology and that a prosthesis in our table may also have direct neural links.
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Table 1. Overview of Cyborg Enhancement Technologies.

Enhancement Type/Category Description Significant Example

I. General External Enhancements to the Body

Prostheses to Replace or Restore Lost Functions
Prostheses are becoming more controllable through the use of control theory principles, and are integrally
connected to the body, upgradable, and under some circumstances controlled by thought via a brain–computer
interface (which may or may not be wireless).

Limb Prostheses to Restore
Mobility

Artificial limb replacement with
multiple degrees of freedom, more
and more controllable by thought

• DEKA Arm’s, among other,
myoelectric and
brain-controlled prosthesis
[8]. See also ’modifying the
brain’ in part III of this table.

Retinal Prosthesis to Restore
Vision

Rectify visual sense degradation;
provide enhancement to visual
sense

• Implantable Miniature
Telescope for treatment of
AMD (age-related macular
degeneration) [9]

• Argus II Retinal Prosthesis
System, an implanted device
to treat adults with severe
retinitis pigmentosa.
The System has three parts: a
small electronic device
implanted in and around the
eye, a tiny video camera
attached to a pair of glasses,
and a video processing unit
that is worn or carried by the
patient [10]

Cochlear Implant to Restore
Hearing

Improve auditory sensitivity, the
implant consists of an external
portion that sits behind the ear
and a second portion that is
surgically placed under the skin

• Med-Els SYNCHRONY
Cochlear Implant [11]

Computing Attachment as Enhancement
Increasing our computational resources through technology directly integrated with our bodies allows us to
scale our capabilities, senses, and interaction with our environment and with external technology. Insomuch as
wearable computing integrates with our senses and responds to our thoughts, it represents a significant move
towards becoming a cyborg.

Computing Device Worn by the
Body

Extraneous computing directly
integrated with prosthetic part

• Jerry Jalava’s USB Fingertip
[12]

Direct-interface wearable
computing,
such devices allow information to
be projected into the world
whenever
and wherever it is needed

• Steve Mann’s Eyetap
Wearable Computer [13]

• Google Glass [14]

Computing Grafted onto the Body Attached computing device
providing sensory input

• Neil Harbisson’s “Eyeborg”
auditory-augmented vision,
allows color to be heard [15]

Attached computing not directly
integrated with the brain but
accessible by the user and others
with wireless capability

• Rob Spence’s eye camera
records
and transmits images [16]
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Table 1. Cont.

Enhancement Type/Category Description Significant Example

Epidermal Enhancement Epidermal printed circuits
on the surface of the skin

• Biostamp digital tattoo
interacts
with smartphones [17,18]

Attached via surface

• Cyborg Nest’s magnetic
north sensor attached by
surface-to-surface “barbells”
[19]

II. Enhancement Technology Implanted Within Body

Passive Implant
Cyborg technology implanted within the body, such technology might not interact with the body through a
feedback loop but be worn by the body, either collecting or storing information.

Radio Frequency (RF) or Wi-Fi
Subcutaneous Technology

Programmable
storage/transmitter implanted
under the skin

• RFID chips for location and
medical information [20]

• Anthony Antonellis “Net Art
Tattoo” sends pictures to
smartphones [21]

Interactive implanted chips/LEDs
• LED tattoos’ programmable

lights [22]

Active/Sensor Implants
Implants with closed-loop feedback coupled with computational capabilities providing medical information,
technological interaction, and extra-sensory input.

Biometric Sensors Closed-loop measurement systems

• Heart pacemaker &
defibrillator monitor and
correct
heart function [23]

• Inflammation treatment
implants: a nerve stimulator
that interfaces between the
immune and nervous system
to treat a broad
range of
inflammation-related
diseases, from diabetes to
congestive heart failure [24]

Open-loop measurement systems

• Implantable sensors measure
and transmit glucose levels
[25]

• Tim Cannon’s “Circadia”
measures temperature [26]

Non-Medical Functional Implants Extra-sensory detection
• Moon Ribas’ seismic sensor

vibrates to earthquakes [27]

Functional computational
implants

• Tooth implanted
microphone/speaker [28]

• Brain activated
wireless controller [29]
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Table 1. Cont.

Enhancement Type/Category Description Significant Example

Interfacing with Nervous System
This class of implants are more thoroughly integrated with the body and provide higher levels of integration
with the wearer. Through this integration, the feedback loops their systems create can be considered artificial
extensions of our own body’s.

Direct Nervous System Interfacing Nerve to nerve and nerve
to machine communication

• Kevin Warwick’s
proof-of-concept research
allowing him to control a
robot arm and to create
artificial sensation [30]
(Warwick also experimented
with BrainGate technology
which is a neural interface
allowing movement of an
external device
using thought)

Recreating Sensation Computer generated sensation
transmitted to nerves

• “Bionic” fingertip creates
sensation of roughness in
amputee [31]

III. Brain Enhancement or Modification

Neuron Control
Technologies that directly interface with the brain are the height of cyborg integration. This first class deals
with interfaces with the least specificity, generally used to suppress large groups of neuron clusters affected by
disease.

Suppressing Neuron Activity Implants to control neuron groups
• Deep brain stimulation for

treatment of movement
disorders [32]

External brain stimulation
• Transcranial direct-current

stimulation for treatment of
depression (and others) [33]

Reading the Mind
To interface with the brain, technology is required to observe neuron activity and technology is required to
affect specific neuron groups. Neuron activity is first measured, then translated by a computer, and finally sent
as some form of output, the most compelling of which are affective of other neuron groups—that is, a direct
mind link. Telepathy, new sensations, and expanded senses are all resultant technologies from this area of
cyborg enhancement.

Interacting with Technology Linking thoughts of movement
with limbs

• Battelle Memorial Institute
partially restores motor
control in paralyzed hand via
brain chip [34]

• Similar techniques can be
used to control a robotic arm
[35]

Modifying the Brain Linking thoughts between subjects
• Electroencephalogram linked

minds coordinated in virtual
game [36]

Linking sensory areas between
subjects

• Miguel Nicolelis directly
linked senses between two
animal subjects [37]
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Table 1. Cont.

Enhancement Type/Category Description Significant Example

Influencing Memory
The specificity required to read and create neuron activity in relation to senses and thought can also be applied
to memory, the recursive core of the human self. Cyborg technologies that influence memory can create and
dismantle identity as well as cure degenerative disease, assist in learning, and expand knowledge bases.

Memory Encoding Aid in memory creation
• Theodore Berger’s artificial

hippocampus [38]

Aid in memory retrieval
• DARPA Restoring Active

Memory program [39]

Memory Content Memory modification
• MIT’s Ramirez & Liu

creating false memories in
lab mice [40]

IV. Exoskeletons and Mobility Aids

Prostheses of Heightened Function
While not technically separate in cyborg classification from ‘normal’ prostheses, these prostheses tend to be
more non-anthropomorphic, have reduced thought control functions, and have more specific design
specifications intended to enhance certain abilities.

Sports Prostheses Provide performance greater than
the biological analogues’

• Ossur’s Cheetah Xtend [41]
• Hugh Herr’s climbing

prosthetic [42]

Exoskeletons
Technology designed around existing limbs to increase mobility. These enhancements can greatly increase our
natural capabilities or restore lost functionality. All are closed-loop feedback systems with the body, and, in
addition, the powered exoskeletons contain computational systems which increase their level of cyborg
enhancement.

Unpowered Mechanical extensions of limbs
towards performance goal

• Powerskip aids in
dramatically increasing jump
height [43]

Powered Load Reinforcement Power-assisted leg exoskeletons
designed to take loads off wearer

• Hugh Herr MIT’s load
bearing
leg exoskeleton [44]

Powered Mobility Assist Powered and computer controlled
leg exoskeletons for walking

• Homayoon Kazerooni’s
exoskeleton [45]

1.1. Medical Necessity Creates Cyborgs

With Table 1 as background for the discussion which follows, recently people’s bodies have
become enhanced by use of technology with computational capabilities (that is, have become more
“cyborg”), based on medical necessity; for example, debilitating disease affecting the central nervous
system in the case of Parkinson’s patients, or due to accidents or injuries (see [46] for additional
examples of cyborgs). One example of a current cyborg is Jerry Jalava who, after suffering injuries
sustained from a motorcycle accident, embedded a 2 GB USB drive on the tip of his prosthetic finger,
essentially converting his finger into a hard drive; however, unlike other cyborg technologies, the USB
drive isn’t permanently fused to his finger, instead its inside a rubber tip that fits directly onto the nub
of his prosthesis [12]. In contrast, another DIY cyborg, Tim Cannon, has integrated technology directly
into his body by implanting a computer chip in his arm that can record and transmit biometrical
data [26]. The above devices compute and provide information to the wearer, both characteristics of
cyborg technology and of being a cyborg.
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Considering cyborg enhancements (Table 1), as indicated by Dietrich and Laerhoven [47],
interesting questions are raised related to how technology mediates the relation of person to the
“world and self” as reflected in Verbeek’s work, which is a postphenomenological approach that
technology only bears meaning in a use context (e.g., how cyborg technology is actually used), and
specifically the concept of embodied interaction [48]. In fact, the concept of "embodiment" is at the
center of phenomenology, which rejects the Cartesian separation between mind and body on which
many traditional philosophical approaches are based. In place of the Cartesian model, phenomenology
explores our experiences as embodied actors interacting in the world, participating in it, and acting
through it, in the absorbed and unreflective manner of normal experience. In terms of our identity
resulting from the use of cyborg enhancements (see [3] and [48]), Locke’s discussion of personal
identity is relevant [49] to the technology presented in this paper. To Locke, personal identity is a
matter of psychological continuity, a person psychologically evolves from “an adventure” (that is,
becoming cybernetically enhanced) to a new evolved identity (say a transhuman), afterwards, the
person’s desires, intentions, experiential memories, and character traits may reflect the reality of a new
cyborg identity.

Considering the above discussion, an interesting question is how one’s perception of their body,
that is, their embodiment, is affected by cyborg technologies—for example, are cyborg parts considered
an extension of the body, or as separate from the body creating a new sense of identity for an individual?
And will one’s sense of identity change with the use of neuroprosthetic devices that allow memories
to be edited, stored, and transferred? Surely one’s sense of identity will be radically altered if one’s
experiences and memories become artificial and not necessarily tied to actual experiences. Additionally,
in the coming cyborg age, will enhancements to human abilities, for example, in the form of telephoto
vision or the ability to detect magnetic fields, change not only our functionality but our sense of
experiencing the world?

On the point of increasing the computational capabilities of the body, for Canadian filmmaker
Rob Spence, loss of vision was the motivating factor for converting him into a cyborg [16]. After an
accident left him partially blind, he decided to create his own electronic eye in the form of a camera,
which can be used to record everything he sees just by looking around. Even more interesting, though,
the eye-camera has wireless capability; the system could allow another person to access his video
feed and view the world through his artificial right eye. Unlike with a biological eye, Spence can
upgrade the hardware and software of his cyborg enhancement. In our view the ability to upgrade
the body is a major benefit of becoming a cyborg (and is likewise a fundamental characteristic of a
cyborg) and essentially allows people to transcend human abilities resulting from evolution. It would
be easy to imagine fundamentally new ways of seeing, experiencing, and feeling the world through
these enhancements.

Given that necessity spawns invention, people paralyzed from spinal cord injuries are beginning
to receive brain implant technology which may allow them to move again. How does the technology
work? Generally, the “cyborg technology” bypasses the patient’s severed spine by sending a signal
from the brain directly to technology placed on the patient’s muscles [36,45,46]. In the procedure, the
surgeons first map the exact spot in the patient’s motor cortex that control the muscles in a particular
part of the body, then implant a tiny computer chip at that location. The next step is to “teach the chip”
how to read the patient’s thoughts. This is done by placing the patient inside an MRI machine where
the patient watches a video of a hand moving in specific ways and at the same time imagines moving
his own hand that way. The implanted chip reads the brain signals, decodes them, and translates
them into electrical signals where they are transmitted to the muscles of the patient’s forearm. Next,
the patient is “plugged into” technology by running a cable from his skull to a computer and then to
electrodes on his arm. Effectively, when the patient focuses his mind on moving his hand, it moves.
This aspect of cyborg technology—creating a feedback loop between the body and technology—is not
only a characteristic of what it means to be a cyborg but a potential “game changer” in connecting our
senses and mind to external technology (especially to control the technology using thought), and, given
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appropriately powerful new technologies, may even influence our sense of experiencing that world.
However, this experimental and developing cyborg technology, still needs improvement before it will
become common treatment for paralyzed patients and accessible to other populations (for different
reasons than medical necessity); for example, it needs to be wireless so there is not a cable plugged
into the skull and researchers need to figure out a way to send a signal from the body back to the brain
(that is, close the feedback loop) so the patient can sense when his body is moving [6].

As another example of an implantable device which is used due to medical necessity, Setpoint,
a technology company, is developing computing therapies to reduce systemic inflammation by
stimulating the vagus nerve using an implantable pulse generator [24]. This device works by
activating the body's natural inflammatory reflex to dampen inflammation and improve clinical
signs and symptoms. Thus far, the company is developing an implanted neuromodulation device
to treat rheumatoid arthritis, a disease currently afflicting over two million people in the U.S. alone.
Each advance in cyborg devices spurred by medical necessity is leading to advances in technology
which make the body more computational, with closed-loop feedback and upgradeable technology,
and in some cases controllable by thought—these are all characteristics of the future direction of
cyborg technologies.

1.2. Enhancements, Thought Control, and Communication

Even with the brain’s tremendous complexity (estimated to be 85–100 billion neurons,
with 100 trillion synaptic connections) as shown in the table above, progress is being made towards
the integration of the human brain with machines and sensors—this idea will ultimately allow the
brain to be “cognitively enhanced” and to have additional computational capabilities [6]. For example,
researchers at the Rehabilitation Institute of Chicago, have developed a thought-controlled bionic
leg which uses neuro-signals from the upper leg muscles to control a prosthetic knee and ankle [50].
The prosthesis uses pattern recognition software contained in an on-board computer to interpret
electrical signals from the upper leg as well as mechanical signals from the bionic leg. When the person
equipped with the prosthesis thinks about moving his leg, the thought triggers brain signals that travel
down his spinal cord, and ultimately, through peripheral nerves, are read by electrodes in the bionic
leg, which then moves in response to the proceeding thought.

Among other things, what’s interesting about the human enhancement movement is that it’s not
just major research centers that are developing thought controlled prosthesis and other enhancement
technologies, hackers are beginning to enter the fray which will increase the speed at which the body
will become computational (from a digital sense) and will challenge our sense of identity as a new
technologically enhanced person. Take body hacker and inventor Shiva Nathan, a teenager, who after
being inspired to help a family member who lost both arms below the elbow, created a robotic arm
which can be controlled by thought [51]. The technology uses a commercially available MindWave
Mobile headset to read EEG waves and uses Bluetooth to send the data to a computer which then
translates them into limited finger and hand movements. In addition, in Sweden, researchers at
Chalmers University of Technology are developing a thought-controlled prosthesis for amputees in
the form of an implantable robotic arm. And in the U.S., the FDA has approved a thought-controlled
prosthetic limb invented by Dean Kamen that provides multiple degrees of freedom, is the same
size and weight as a natural human arm, and works by detecting electrical activity caused by the
contraction of muscles close to where the prosthesis is attached [8]. The electrical signals, initially
generated by thought are sent to a computer processor in the prosthetic arm, which triggers a specific
movement in the prosthesis. In FDA tests, the artificial arm/hand has successfully assisted people
with household tasks such as using keys and locks and preparing food [8].

Researchers at Brown University and Cyberkinetics in Massachusetts, are devising a microchip
that is implanted in the motor cortex just beneath a person’s skull that will be able to intercept nerve
signals and reroute them to a computer, which will then wirelessly send a command to any of various
electronic devices, including computers, stereos and electric wheelchairs. In this case a person’s sense
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of identity will expand to accommodate feedback not only from the body’s sensors, but from sensors
on external devices. And consider a German team that has designed a microvibration device and a
wireless low-frequency receiver that can be implanted in a person’s tooth [28]. The vibrator acts as
microphone and speaker, sending sound waves along the jawbone to a person’s eardrum. Given that
our sense of identity in the world is derived partially through mind-world interactions, developments
extending our body’s reach and methods of influence upon the world may create a new, or at least
significantly different, human phenomenology.

Further, there is also research on brain-to-brain communication, including major efforts in this
area from the Defense Advanced Research Projects Agency (DARPA) in the U.S. But in a university
research laboratory, University of Washington researchers have created a system that represents a
noninvasive human-to-human brain interface, allowing one person to send a brain signal via the
Internet to control the hand motions of another person at a different location [52]. The system uses
electrical brain recordings and a form of magnetic stimulation, in which one person wearing a cap
with electrodes is hooked up to an electroencephalography machine (which reads electrical activity
in the brain) that sends a signal to another person with a cap equipped with the stimulation site for
a transcranial magnetic stimulation coil which is placed directly over the person’s left motor cortex,
(which controls hand movement). As a proof-of-concept study, Professor Rao looked at a computer
screen while playing a simple video game with his mind. When he was supposed to fire a cannon
at a target, he imagined moving his right hand, causing a cursor to hit the “fire” button. Almost
instantaneously, another person who wore noise-canceling earbuds and wasn’t looking at a computer
screen, involuntarily moved his right index finger to push the space bar on the keyboard in front of
him, as if firing the cannon. The technologies used by the researchers for recording and stimulating
the brain are both well-known. Electroencephalography, or EEG, is routinely used by clinicians and
researchers to record brain activity noninvasively from the scalp. Transcranial magnetic stimulation
is a noninvasive way of delivering stimulation to the brain to elicit a response. Its effect depends on
where the coil is placed; in this case, it was placed directly over the brain region that controls a person’s
right hand. By activating these neurons, in a proof-of-concept study, Rao and his team concluded that
the stimulation convinced the brain that it needed to move the right hand [53].

1.3. Computational Skin

If we can design artificial limbs controlled by thought and if we can implant technology into
the body, can we enhance the skin, the largest sense organ, with computational capabilities? If so,
this would be a major step in our cyborg future. Based on recent advances in technology, the answer is
yes, but first a digression into popular culture. Enhancing the body’s surface such that it is transformed
into a “computational device” represents a change in our very self-identity as our skin is perceived
as the barrier between our internal self and the external world—the surface of a person’s identity,
if you will. We theorize that any change to that visual biological-self model has the potential to
increase our capabilities and interactiveness with the world, but also to potentially shift the normal of
human “appearance”.

On the point of popular culture and our cyborg future, a recent study showed that nearly forty
percent of Americans under the age of forty have at least one tattoo (see generally [54,55]); however,
like any trade, the tattoo industry must innovate to expand and gain new clients. In an analog world,
one way to innovate is to make the switch to digital technology. Rather than being passive as are
current tattoos, digital tattoos are active, they do things, and they are getting smart [17]. Digital tattoos
have the potential to do more than serve the function of art or self-expression, even though these are
laudable goals, they will indeed become digital devices as useful as smartphones—and may even
monitor our health.

It is possible now to use a type of ink in a tattoo that responds to electromagnetic fields,
which raises a host of new opportunities for cyborgs. In fact, Nokia patented a ferromagnetic ink
technology that can interact with a device through magnetism. The basic idea is to enrich tattoo ink
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with metallic compounds that are first demagnetized (by exposing the metal to high temperatures)
before the ink is embedded in a person’s skin. Once the tattoo has healed, the ink is re-magnetized with
permanent magnets. The resulting tattoo is then sensitive to magnetic pulses, which can be emitted
by a device such as a cellular phone. Interestingly, a digital tattoo would allow a person’s ringing
phone to result in a haptic sensation experienced by the body; that is, the person would experience the
phone ringing literally through the tattoo; an interesting computational capability for cyborgs and an
interesting change in our use of technology and of our body.

If the tattoo consists of putting electronics on the surface of the skin, many more possibilities for
body hacking exist. For computational skin, materials scientist and University of Illinois Professor
John Rogers is developing flexible electronics that stick to the skin to operate as a temporary tattoo [18].
These so-called “epidural electronics” (or Biostamp) are a thin electronic mesh that stretches with
the skin and monitors temperature, hydration and strain, as well as monitoring a person’s body’s
vital signs [17,18]. The latest prototype of the Biostamp is applied directly to the skin using a rubber
stamp. The stamp lasts up to two weeks before the skin’s natural exfoliation causes it to come away.
Rogers is currently working on ways to get the electronics to communicate with other devices like
smartphones so that they can start building apps (eventually such devices will communicate with
devices that are implanted within the body). Developing sensors worn by or implanted within the
body that communicate with and controls external devices is a new capability for humans, essentially
extending the “reach of the body” beyond that of the body’s physical boundaries. Google, isn’t far
behind in developing digital tattoos, as the company’s Advanced Technology and Projects Group
patented the idea of a digital tattoo consisting of various sensors and gages, such as strain gauges for
tracking strain in multiple directions (how the user is flexing), EEG and EMG (electrical impulses in
the skeletal structure or nerves), ECG (heart activity), and temperature.

Considering another digital tattoo designed for a medical monitoring purpose, University of
Pennsylvania’s Brian Litt, a neurologist and bioengineer, is implanting LED displays under the skin
for medical and bio-computation purposes [55]. These tattoos consist of silicon electronics less than
250 nanometers thick, built onto water soluble, biocompatible silk substrates. When injected with
saline, the silk substrates conform to fit the surrounding tissue and eventually dissolve completely,
leaving only the silicon circuitry. The electronics can be used to power LEDs that act as photonic tattoos.
Litt is perfecting a form of this technology that could be used to build wearable medical devices—say,
a tattoo that gives diabetics information about their blood sugar level. These examples highlight the
use of cyborg devices to compute data, monitor the body, and eventually form closed-loop feedback
systems with the body. Additionally, they demonstrate our increasing tendency to electively distance
ourselves from our natural biology and technologically modify our very human form.

1.4. Body Hackers and Implantable Sensors

The body hacking movement, especially about implantable sensors within the body, gained
momentum from the work of Professor Kevin Warwick starting in 1998 at the University of Reading [30].
Professor Warwick was one of the first people to hack his body when he participated in a series of
proof-of-concept studies which first involved implanting a sensor into his shoulder (see his paper,
this special edition). Warwick’s “cyborg application” consisted of the use of an RFID implant which
allowed Professor Warwick to switch on lights and open doors as he entered rooms (thus Warwick
was-able-to link his body directly to external devices). Later, others extended Warwick’s seminal
work using RFID devices and other implantable sensors. For example, in an extension of Professor
Warwick’s early work, Dr. John Halakha of Harvard Medical School, chose to be implanted with an
RFID chip used to access medical information [56]. His implant stores information which can direct
anyone with the appropriate reader to a website containing his individual medical data. He believes
that implantable chips such as these can be valuable in situations where patients arrive at the hospital
unconscious or unresponsive.
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Another person with an RFID implant, Meghan Trainor has a less pragmatic but highly creative
application for her implant [57]. Trainor received the implant as part of her master’s thesis for NYU’s
Interactive Telecommunications Program. Her implant serves as part of an interactive art exhibit; RFID
tags are embedded in sculptures which can be manipulated to play sounds stored in an audio database.
Trainor can use the implant in her arm to further manipulate these sounds. Additionally, body hacker
Anthony Antonellis implanted an RFID chip into his hand which can be wirelessly accessed by a
smartphone [21]. While the chip holds only about 1 KB to 2 KB of data, it allows Antonellis to access
and display an animated GIF on his phone that is stored on the implant. Since the RFID chip can
transfer and receive data, Antonellis can swap out 1KB files as he pleases. Antonellis views the implant
as a “net art tattoo”, something for which quick response codes (QR, or matrix barcode), are commonly
used. Similarly, Karl Marc, a tattoo artist from Paris designed an animated tattoo that makes use of a
QR code and a smartphone [58]. The code basically activates software on the phone that makes the
tattoo move when seen through the phone's camera. The use of cyborg technology to transform the
body into electronic art is surely a new mode of interacting with the world and a hint of what is to
come in the future.

1.5. Vision Enhancements

Given that the eye is a major sensory organ in terms of providing information about the
world, there is extensive current research oriented towards creating an artificial eye with “telephoto
capabilities” (and research to detect energy beyond the range of our sensors). Who would benefit
from such technology? Clearly the cyborg movement would benefit from providing the visual system
enhanced computational abilities, but so too would the millions of people worldwide who have the
advanced form of age-related macular degeneration (AMD), a disease which affects the region of
the retina responsible for central, detailed vision. For such people an implantable telescope could
help restore the essential visual modality [9]. In fact, in 2010, the U.S. Federal Drug Administration
(FDA) approved an implantable miniature telescope (IMT), which works like the telephoto lens of a
camera [9]. The IMT technology reduces the impact of the central vision blind spot due to end-stage
AMD and projects the objects the patient is looking at onto the healthy area of the light-sensing retina
not degenerated by the disease.

The tiny telescope is implanted behind the iris, the colored, muscular ring around the pupil
and represents a tantalizing vision of our cyborg future consisting of enhanced sensory modalities.
And of course, since our sense of identity is derived, among others, from sensory information—“hacking”
the visual modality could potentially alter the information we use to perceive and make sense of our
position in the world.

Some people appear intent on changing their senses and, by extension, their identity by becoming
transhuman. For example, Neil Harbisson, who was born with a rare condition (achromatopsia) that
allows him to see only in black and white and shades of grey, has become a cyborg due to necessity [15].
After viewing a talk on cybernetics, in the spirit of a hacker, Neil wondered if he could turn color into
sound, based on the idea that a specific frequency of light could be made equivalent to a specific sound
wave. To become a cyborg, Neil had a sound conducting chip implanted in his head, along with a
flexible shaft with a digital camera on it, attached to his skull [15]. With his latest software upgrade,
Neil says he is able to hear ultraviolet and infrared frequencies, can have phone calls delivered to his
head, and has a Bluetooth connection which allows him to connect his “Eyeborg” to the Internet. Using
“cyborg technology” Neil has created a new way of perceiving the world and has thus expanded the
boundaries of human experience and interaction with the world.

2. Brain Enhancements and Neuroprosthesis

Through the Restoring Active Memory (RAM) program, the U.S. defense research institute,
DARPA, is funding research to accelerate the development of technologies able to address the public
health challenge of helping service members, and others, overcome memory deficits by developing
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new neuroprosthetics to bridge gaps in the injured brain [59]. The end goal of RAM is to develop and
test a wireless, fully implantable neural-interface medical device for human clinical use. A number of
additional and significant advances, however, will be targeted on the way to achieving that goal; such
advances may be milestones for our cyborg future.

To start, DARPA is supporting the development of multi-scale computational models with
high spatial and temporal resolution that describe how neurons code declarative memories—those
well-defined parcels of knowledge that can be consciously recalled and described in words, such
as events, times, and places [39,59]. Researchers will also explore new methods for analysis and
decoding of neural signals to understand how targeted stimulation might be applied to help the
brain reestablish an ability to encode new memories following brain injury. “Encoding” refers to
the process by which newly learned information is attended to and processed by the brain when
first encountered. Building on this foundational work, researchers will attempt to integrate the
computational models developed under RAM into new, implantable, closed-loop systems able to
deliver targeted neural stimulation that may ultimately help restore memory function [59]. Interestingly,
RAM and related DARPA neuroscience efforts are monitored by members of an independent Ethical,
Legal, and Social Implications (ELSI) panel [60]. Communications with ELSI panelists supplement the
oversight provided by institutional review boards that govern human clinical studies and animal use.
Given that cyborg technology can be used for multiple purposes, this panel provides the oversight
needed to monitor developments in the field.

Additional progress is being made in other areas of brain–computer interface design, Figure 1
provides a broad overview. For example, scientists have used brain scanners to detect and reconstruct
the faces that people are thinking of. In one study, Yale scientists hooked participants up to an fMRI
brain scanner—which determines activity in different parts of the brain by measuring blood flow—and
showed them images of faces in two sets [61]. The first set established a statistical relation between
the images of the faces and corresponding areas of brain activity while the second set attempted to
recreate those faces from observation of brain activity alone. Alan Cowen and Professor Marvin Chun
were, in fact, able to recreate images of these faces to some degree of likeness [61]. One can imagine in
the future that a witness to a crime might reconstruct a suspect’s face based on “extracting” the image
from his mind (of course, this will raise privacy issues). However, Yale researchers pointed out that an
important limitation of the technology as it exists now, is that this sort of technology can only read
active parts of the brain, not passive memories.

Figure 1. Some basic technologies of cyborg brain enhancement.

A major advance in cyborg technology is the development of a hippocampus prosthesis, which
we view as a type of cognitive prosthesis (a prosthesis implanted into the nervous system in order
to improve or replace the function of damaged brain tissue) [62]. In some cases, prosthetic devices
replace the normal function of a damaged body part; this can be simply a structural replacement
(e.g., reconstructive surgery) or a rudimentary, functional replacement. As an important cyborg
technology, University of Southern California researchers are testing the usefulness of an artificial
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hippocampus which will mimic the brain’s memory center [62]. The device may one-day help those
with brain damage, epilepsy, and Alzheimer’s disease. Additionally, the same device could, with
additional developments, allow one’s brain to be directly connected to the Internet which could
potentially project our self-identity to the emerging Internet of Things. To create the neuroprosthesis,
lead researcher Theodore Berger and his team used principles of nonlinear systems theory to develop
and apply methods for quantifying the dynamics of hippocampal neurons. In this approach, properties
of neurons are assessed experimentally by applying a random interval train of electrical impulses
as an input and electrophysiologically recording the evoked output of the target neuron during
stimulation [62]. The input train consists of a series of impulses, with interimpulse intervals varying
according to a Poisson process. Thus, the input is “broadband” and stimulates the neuron over most of
its operating range; that is, the statistical properties of the random train are highly consistent with the
known physiological properties of hippocampal neurons. Nonlinear response properties are expressed
in terms of the relation between progressively higher-order temporal properties of a sequence of input
events and the probability of neuronal output, and are modeled as the kernels of a functional power
series [38]. This example highlights the complexity of the engineering behind cyborg technologies
designed for the brain and the importance of algorithms for our cyborg future.

Another “cyborg” brain technology is deep brain stimulation (DBS) which consists of a surgical
procedure used to treat several disabling neurological symptoms—most commonly the debilitating
motor symptoms of Parkinson’s disease (PD), such as tremor, rigidity, stiffness, slowed movement,
and walking problems [32]. The procedure is also used to treat essential tremor and dystonia.
At present, the procedure is used only for individuals whose symptoms cannot be adequately
controlled with medications. DBS uses a surgically implanted, battery-operated medical device called
an implantable pulse generator (IPG)—similar to a heart pacemaker and approximately the size of
a stopwatch to deliver electrical stimulation to specific areas in the brain that control movement,
thus blocking the abnormal nerve signals that cause PD symptoms [32]. Before the procedure,
a neurosurgeon uses magnetic resonance imaging (MRI) or computed tomography (CT) scanning to
identify and locate the exact target within the brain for surgical intervention. Some surgeons may use
microelectrode recording—which involves a small wire that monitors the activity of nerve cells in
the target area—to more specifically identify the precise brain area that will be stimulated. Generally,
these areas are the thalamus, subthalamic nucleus, and globus pallidus. The lead (also called an
electrode)—a thin, insulated wire—is inserted through a small opening in the skull and implanted
in the brain. The tip of the electrode is positioned within the specific brain area. The extension is an
insulated wire that is passed under the skin of the head, neck, and shoulder, connecting the lead to
the implantable pulse generator. The IPG (the “battery pack”) is usually implanted under the skin
near the collarbone. Once the system is in place, electrical impulses are sent from the IPG up along the
extension wire and the lead and into the brain. These impulses block abnormal electrical signals and
alleviate PD motor symptoms.

Additionally, the work by Professor Potter and his team [63] involving embodied networks of
cultured neurons in simulation and robotic studies is relevant for our cyborg future. A “cultured
neuronal network” is a cell culture of neurons that is used as a model to study the central nervous
system, especially the brain. For future cyborgs, cultured neuronal networks may be connected to an
input/output device such as a multi-electrode array, thus allowing two-way communication between
the person and the network. Interestingly cultured neurons are often connected via computer to a
real or simulated robotic component, creating a hybrot or animat, respectively [64]. Hochberg and
Donoghue [65] with colleagues have created brain–computer interface technology to demonstrate that
people with paralysis can control external devices by translating neuronal activity directly into control
signals for assistive devices (specifically a robotic arm) [66].

Extending his original work with RFID sensors, Professor Warwick had a BrainGate interface
implanted into his nervous system to link his body to technology external to his body. Most notably,
Professor Warwick could control an electric wheelchair and an artificial hand, using the neural
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interface [30]. In addition to being able to measure the signals transmitted along the nerve fibers in
Professor Warwick’s left arm, the implant was also able to create artificial sensation by stimulating the
nerves in his arm using individual electrodes. This bi-directional functionality was demonstrated with
the aid of another person and a second, less complex implant connecting to her nervous system. Based
on Warwick’s results, this was an early proof-of-concept display of electronic communication between
the nervous systems of two humans.

3. Towards “New Senses”

With regard to modifying and enhancing the body, can a new sense be created? In our view,
new senses will certainly be developed if by “new sense” one meant to enhance a current sense in
such a way that sensory information beyond the range of its sensory receptor(s) can be experienced.
Substituting one sense for another is a well-researched topic and represents another way to modify
the body and create a cyborg future. Increasing and/or extending the range of our senses may be
desirable given we see and hear across certain frequencies, and that the eyes and ears can only detect
information within a given distance to the sensory receptors. Given this explanation, Neil Harbisson
already has an extra sense, thusly new states of identity for Neil are already being created. In the
future, by hacking and modifying the bodies already existing senses, we may develop enhanced vision
and greater sensitivity to olfactory, gustatory, or haptic information—we may even combine senses.
As we create new senses for humans by the use of cyborg implants, without considering post-human
levels of modification, will one’s identity change? In the sense of Locke, would it even be possible for
our identity not to change?

While EEG and fMRI technologies are leading to significant advances in the use of brain scans
for lie detection, other research in neuroscience is more directly related to the topic of telepathic
communication, a totally new mode of communication. How will telepathic communication impact
one’s sense of their individuality if brains are telepathically networked together? Professor Miguel
Nicolelis from Duke University has developed important technology for the brain in this area that we
believe is leading to a cyborg future for humanity [37]. His research is oriented toward brain-to-brain
communication, brain machine interfaces and neuroprosthesis in human patients and non-human
primates. Based on his studies, Dr. Nicolelis was one of the first to propose and demonstrate that
animals and human subjects can utilize their electrical brain activity to directly control neuroprosthetic
devices via brain–machine interfaces. As early as 2012 Professor Nicolelis speculated about the
possibility that two brains could exchange information [37], and later, Nicolelis reported that his
research team at Duke University Medical Center had achieved a back-and-forth exchange between
two rodent brains. To test his brain interface technology, his team trained two animals to press one
of two levers when an LED turned on in exchange for a drink of water. Microelectrodes were placed
in each of the two animals’ cortices and when one rat pressed the correct lever, a sample of cortical
activity from that rat’s brain was wired to the second animal’s brain located in a chamber where the
“it’s-time-to-drink” LED was absent [37]. As evidence that information was exchanged between the
two brains, the rat on the receiving end of the prosthesis proceeded to press the correct lever (to receive
a drink) that had been messaged over the brain link. Summarizing the results—Nicolelis and his team
provided proof-of-concept technology and preliminary results that telepathy may be possible as a
future form of communication.

Related to Professor Nicolelis’s work, results from studies with human subjects show that
telepathy may in fact be a viable technology for the general public within a few decades
(or less!). For example, using EEG technology, researchers at the University of Southampton, England,
reportedly demonstrated communication from person-to-person using thought [67]. More recently, as
described earlier in this paper, at the University of Washington, researchers demonstrated a working
brain-to-brain interface with human subjects also using EEG technology [68]. According to the
researchers, the next step is to determine what kind of information can be sent between people’s brains.
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In a study which has importance for our cyborg future, Duke University neuroscientist Miguel
Nicolelis, and his team report that they have created a “sixth sense” through a brain implant in which
infrared light is detected by lab rats [37]. Even though the infrared light can’t be seen, lab rats are able
to detect it via electrodes in the part of the brain responsible for the rat’s sense of touch—so remarkably,
the rats reportedly feel the light, not see it. In order to give the rats their “sixth sense”, Duke researchers
placed electrodes in the rat’s brains that were attached to an infrared detector [37]. The electrodes were
then attached to the part of the animals’ brains responsible for processing information about touch.
The rats soon began to detect the source of the ‘contact’ and move towards the signal. In addition to
these important findings, the Duke scientists found that creating the infrared-detecting sixth sense
did not stop the rats from being able to process touch signals, despite the electrodes (providing input
for the infrared detection system) being placed in the tactile cortex. Sixth sense or not, in our view,
the study by Nicolelis and his team is another step toward integrating brain–computer technology into
the human body; and thus contributing to a cyborg future that will alter our senses and change our
sense of identity as mere products of biology [6,37].

Additionally, in the military domain, DARPA, through funding, is trying to build “thought
helmets” to enable telepathic communication using brain–computer interfaces to give soldiers extra
senses, such as night vision, and the ability to “see” magnetic fields caused by landmines [39]. Finally,
as another example, to create a “sixth sense”, some DIY cyborgs have implanted magnets in their
fingertips [69]. A cyborg with a magnet implanted in their finger, can sense magnetic fields that would
otherwise be completely undetectable. The implant allows those who have received it the ability to
not only sense magnetic fields, but to pick up tiny metal objects with their fingertips, and determine
whether metals are ferrous. How extra senses will affect our sense of identity as a human being will be
a fascinating topic of discussion in the near future.

4. Modifying Memory

As a future cyborg technology, neuroscientists foresee a future world where minds can be
programmed in order to create artificial memories. In terms of challenges to one’s sense of identity in
the world, cyborg technologies which can edit memories [6], or add new memories to one’s repertoire
of experiences, has the potential to fundamentally change our self-identity, world view, and more [53].
Based on recent advances in brain-to-brain communication, some scientists argue that memories
may be implanted into a person’s mind, and that memories from one mind can be transferred to
another. In fact, scientists have already successfully implanted a false memory into the brain of a
mouse. To create a memory interface, MIT scientists Steve Ramirez and Xu Liu tagged brain cells in
one mouse associated with a specific memory and then tweaked that memory to make the mouse
believe an event had happened (to that mouse) when it hadn’t; other laboratories are producing similar
results [40]. While implanting a memory in humans equipped with a neuroprosthetic device won’t
happen in the immediate future, Ramirez et al., have shown that in principle, it should be possible to
isolate a human memory and activate it [40]. In fact, Michael J. Kahana, who serves as director of the
University of Pennsylvania’s Computational Memory Lab commented on the MIT study, “We would
have every reason to expect this would happen in humans as it happened in mice” (see [70]). Clearly,
improvements in neuroprosthetic technologies are occurring rapidly and moving humanity toward a
cyborg future.

5. Conclusions and Future Directions

Barfield [6] proposed that the capabilities of “cyborg technology” consists of several characteristics:
(1) the technology is upgradeable allowing software and hardware improvements to be applied to the
body in ever shorter cycle times (see [71]); (2) the technology offers the body additional computational
capabilities, thus transforming the body into an information processing technology; (3) cyborg
technology is integrated with the body through closed-loop feedback systems; and (4) is becoming
more and more controllable by thought [6]. If these trends of innovation and research continue,
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we will soon be faced with a very new sort of human with very different sorts of capabilities [6].
How the law and public policy relates to technologically enhanced people is addressed in another
paper by the authors [72], but surely, major changes in public policy and law will need to be debated
and enacted to account for people with superior and quite different abilities.

In light of our impending cyborg future, how we view ourselves as individuals and as humans
is certain to become subject to upheaval and change. As prostheses become more advanced, and
additional capabilities more integrated within the body and brain, it would not be difficult to imagine
an individual electing to replace their basic biological parts with the upgraded cyborg version—but
how will this capability affect our sense of identity? Add that to the growing trend of body hacking
and modification and it does not seem unreasonable to assume that in the near future we humans may
look very different than we do today [73]. Our sense of humanness, insomuch as it is rooted in our
biology, will quickly erode as these enhancement technologies develop and grow in use. The body
of a human may have little to do with the destiny of their birth; as we replace our bodies with the
customizable and the upgradable, so we replace the old world of biological phenotypes with a new,
creative world of our making.

The mind is also on the verge of transformative changes. Brain implants that repair damaged
memories might one day lead to the creation of new memories or telepathic communication (see [74]).
Brand new and exotic experiences could be purchased and uploaded. Entire lives could be lived in an
instant. Couple this with the potential for memory modification and we would be left with a sense of
self and identity decoupled from memories derived from interacting with the world. Psychologically
continuous “selves” would no longer indicate distinct persons. Expanded consciousness’s through
brain implants and computer interfacing could make tracing identity through biological continuity
equally problematic. If we are no longer what we remember ourselves to be and have expanded
far beyond our biology, then who are we? If we can modify our bodies and our memories,
then we can modify our senses and our very ways of being in the world. The core phenomenology
of being human will change, perhaps to the point of unrecognizability. What then could we say of
human nature if all that we hold to be consistent and true is subject to modification—or even attack?
Certainly, new philosophies on identity will be required in parallel with new social structures and
technological advancements.

The phenomena and minutia of our existence have forever been locked to the biology of our
brains, but as dynamic and varied as brains are, they are limited by their finite physicality. The human
of the near future could be nearly unlimited in their cognitive capabilities. How could the man who
sees in radio and feels the solar wind relate to the old human? However the future human manifests,
the new human could very possibly be beyond our current understanding. The first steps in that
journey have already been made.
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Abstract: The human body is a remarkable example of the process of evolution which ultimately
created a sentient being with cognitive, motor, and information-processing abilities. The body can
also be thought of as an amazing feat of engineering, and specifically as an example of molecular
nanotechnology, positioning trillions of cells throughout the body, and creating the billions of unique
individuals that have existed since the beginning of humanity. On the other hand, from an engineering
perspective, there are numerous limitations associated with the human body and the process of
evolution to effect changes in the body is exceedingly slow. For example, our skeletal structure is
only so strong, our body is subject to disease, and we are programmed by our DNA to age. Further, it
took millions of years for Homo sapiens to evolve and hundreds of thousands of years for hominids
to invent the most basic technology. To allow humans to go beyond the capabilities that evolution
provided Homo sapiens, current research is leading to technologies that could significantly enhance
the cognitive and motor abilities of humans and eventually create the conditions in which humans
and technology could merge to form a cybernetic being. Much of this technology is being developed
from three fronts: due to medical necessity, an interest within the military to create a cyborg soldier,
and the desire among some people to self-enhance their body with technology. This article discusses
the processes of biological evolution which led to the current anatomical, physiological, and cognitive
capabilities of humans and concludes with a discussion of emerging technologies which are directed
primarily at enhancing the cognitive functions performed by the brain. This article also discusses a
timeframe in which the body will become increasingly equipped with technology directly controlled
by the brain, then as a major paradigm shift in human evolution, humans will merge with the
technology itself.

Keywords: evolution; neuroprosthesis; cultural technology; human enhancement; engineering

1. Introduction

In a discussion of technologically enhanced humans in the 21st century, the emergence of Homo
sapiens several hundred thousand years ago is a good starting point for that discussion. Through
evolution, humans first evolved to live as hunter-gatherers on the savannah plains of Africa [1]. The
forces of evolution operating over millions of years provided our early human ancestors the skeletal
and muscular structure for bipedal locomotion, sensors to detect visual, auditory, haptic, olfactory, and
gustatory stimuli, and information-processing abilities to survive in the face of numerous challenges.
One of the main evolutionary adaptations of humans compared to other species is the capabilities of
our brain and particularly the cerebral cortex. For example, the average human brain has an estimated
85–100 billion neurons and contains many more glial cells which serve to support and protect the
neurons [2]. Each neuron may be connected to up to 10,000–12,500 other neurons, passing signals to
each other via as many as 100 trillion synaptic connections, equivalent by some estimates to a computer
with a 1 trillion bit per second processor [3].

Comparing the brain (electro-chemical) to computers (digital), synapses are roughly similar to
transistors, in that they are binary, open or closed, letting a signal pass or blocking it. So, given a
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median estimate of 12,500 synapses/neurons and taking an estimate of 22 billion cortical neurons, our
brain, at least at the level of the cerebral cortex, has something on the order of 275 trillion transistors that
may be used for cognition, information processing, and memory storage and retrieval [2]. Additionally,
recent evidence points to the idea that there is actually subcellular computing going on within neurons,
moving our brains from the paradigm of a single computer to something more like an Internet of the
brain, with billions of simpler nodes all working together in a massively parallel network [4].

Interestingly, while we have rough estimates of the brain’s computing capacity, we do not have an
accurate measure of the brain’s overall ability to compute; but the brain does seem to operate at least
at the level of petaflop computing (and likely more). For example, as a back-of-the-napkin calculation,
with 100 billion neurons connected to say 12,500 other neurons and postulating that the strength of
a synapse can be described using one byte (8 bits), multiplying this out produces 1.25 petabytes of
computing power. This is, of course, a very rough estimate of the brain’s computing capacity done
just to illustrate the point that the brain has tremendous complexity and ability to compute. There
are definitely other factors in the brain’s ability to compute such as the behavior of support cells, cell
shapes, protein synthesis, ion channeling, and the biochemistry of the brain itself that will surely factor
in when calculating a more accurate measure of the computational capacity of the brain. And that a
brain can compute, at least at the petaflop level or beyond, is, of course, the result of the process of
evolution operating over a period of millions of years.

No matter what the ultimate computing power of the brain is, given the magnitude of 85–100 trillion
synapses to describe the complexity of the brain, it is relevant to ask—will our technology ever exceed
our innate capabilities derived from the process of evolution? If so, then it may be desirable to enhance
the body with technology in order to keep pace with the rate at which technology is advancing and
becoming smarter (“smartness” in the sense of “human smartness”) [5]. This is basically a “cyborg
oriented” approach to thinking about human enhancement and evolution. Under this approach, even
though much of the current technology integrated into the body is for medical purposes, this century,
able-bodied people will become increasingly enhanced with technology, which, among others, will include
artificial intelligence embedded in the technology implanted within their body [5,6].

An interesting question is why would “able-bodied” people agree to technological enhancements,
especially those implanted under the skin? One reason is derived from the “grinder movement” which
represents people who embrace a hacker ethic to improve their own body by self-implanting “cyborg
devices” under their skin. Implanting a magnet under the fingertip in order to directly experience a
magnetic field is one example, and arguably creates a new sense [5]. Another reason to enhance the
body with technology is expressed by transhumanists, who argue that if a technology such as artificial
intelligence reaches and then surpasses human levels of general intelligence, humans will no longer be
the most intelligent being on the planet; thus, the argument goes, we need to merge with technology
to remain relevant and to move beyond the capabilities provided by our biological evolution [5].
Commenting on this possibility, inventor and futurist Ray Kurzweil has predicted that there will be
low-cost computers with the same computational capabilities as the brain by around 2023 [6]. Given
continuing advances in computing power and in artificial intelligence, the timescale for humans to
consider the possibility of a superior intelligence is quickly approaching and a prevailing idea among
some scientists, inventors, and futurists is that we need to merge with the intelligent technology that
we are creating as the next step of evolution [5–7]. Essentially, to merge with technology means to have
so much technology integrated into the body through closed-loop feedback systems that the human
is considered more of a technological being than a biological being [5]. Such a person could, as is
possible now, be equipped with artificial arms and legs (prosthetic devices), or technology performing
the functions of our internal organs (e.g., heart pacer), and most importantly for our future to merge
with technology, functions performed by the brain itself using technology implanted within the brain
(e.g., neuroprosthesis, see Tables 1 and 2).

Of course, the software to create artificial general intelligence currently lags behind hardware
developments (note that some supercomputers now operate at the exaflop, i.e., 1018 level), but still, the
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rate of improvements in a machine’s ability to learn indicates that computers with human-like intelligence
could occur this century and be embedded within a neuroprosthesis implanted within the brain [6]. If
that happens, commentators predict that humans may then connect their neocortex to the cloud (e.g.,
using a neuroprosthesis), thus accessing the trillions of bits of information available through the cloud
and benefiting from an algorithm’s ability to learn and to solve problems currently beyond a human’s
understanding [8]. This paper reviews some of the technologies which could lead to that outcome.

Evolution, Technology, and Human Enhancement

While the above capabilities of the brain are remarkable, we should consider that for millennia
the innate computational capabilities of the human brain have remained relatively fixed; and even
though evolution affecting the human body is still occurring, in many ways we are today very similar
anatomically, physiologically, and as information processors to our early ancestors of a few hundred
thousand years ago. That is, the process of evolution created a sentient being with the ability to survive
in the environment that Homo sapiens evolved to successfully compete in. In the 21st century, we are not
much different from that being even though the technology we use today is vastly superior. In contrast,
emerging technologies in the form of exoskeletons, prosthetic devices for limbs controlled by the
brain, and neuroprosthetic devices implanted within the brain are beginning to create technologically
enhanced people with abilities beyond those provided to humans through the forces of evolution [1,5,7].
The advent of technological enhancements to humans combined with the capabilities of the human
body provided through the process of evolution brings up the interesting point that our biology and
the technology integrated into the body are evolving under vastly different time scales. This has
implications for the future direction of our species and raises moral and ethical issues associated with
altering the speed of the evolutionary processes which ultimately created Homo sapiens [9].

Comparing the rate of biological evolution to the speed at which technology evolves, consider the
sense of vision. The light-sensitive protein opsin is critical for the visual sense; from an evolutionary
timescale, the opsin lineage arose over 700 million years ago [10]. Fast forward over a hundred million
years later, the first fossils of eyes were recorded from the lower Cambrian period (about 540 million
years ago). It is thought that before the Cambrian explosion, animals may have sensed light, but
did not use it for fast locomotion or navigation by vision. Compare these timeframes for developing
the human visual system, to the development of “human-made” technology to aid vision [11]. Once
technology created by humans produced the first “vision aid”, the speed of technological development
has operated on a timescale orders of magnitude faster than biological evolution. For example, around
1284, Salvino D’Armate invented the first wearable eye glasses and just 500 years later (“just” as in
the planet is 4.7 billion years old and anatomically modern humans evolved a few hundred thousand
years ago), in the mid 1780s, bifocal eyeglasses were invented by Benjamin Franklin. Fast forward
a few more centuries and within the last ten to fifteen years, the progress in creating technology to
enhance, or even replace the human visual system has vastly accelerated. For example, eye surgeons
at the Massachusetts Eye and Ear Infirmary, are working on a miniature telescope to be implanted
into an eye that is designed to help people with vision loss from end-stage macular degeneration [12].
And what is designed based on medical necessity today may someday take on a completely different
application, that of enhancing the visual system of normal-sighted people to allow them to detect
electromagnetic energy outside the range of our evolutionary adopted eyes, to zoom in or out of a
scene with telephoto lens, to augment the world with information downloaded from the cloud, and
even to wirelessly connect the visual sense of one person to that of another [5].

From an engineering perspective, and particularly as described by control theory, one can conclude
that evolution applies positive feedback in adopting the human to the ambient environment in that
the more capable methods resulting from one stage of evolutionary progress are the impetus used to
create the next stage [6]. That is, the process of evolution operates through modification by descent,
which allows nature to introduce small variations in an existing form over a long period of time; from
this general process, the evolution into humankind with a prefrontal cortex took millions of years [1].
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For both biological and technological evolution, an important issue is the magnitude of the exponent
describing growth (or the improvement in the organism or technology). Consider a standard equation
expressing exponential growth, ƒ(x) = 2x. The steepness of the exponential function, which in this
discussion refers to the rate at which biological or technological evolution occurs, is determined by the
magnitude of the exponent. For biological versus technological evolution, the value for the exponent
is different, meaning that biological and technological evolution proceed with far different timescales.
This difference has relevance for our technological future and our continuing integration of technology
with the body to the extent that we may eventually merge with and become the technology. Some
commentators argue that we have always been human–technology combinations, and to some extant I
agree with this observation. For example, the development of the first tools allowed human cognition
to be extended beyond the body to the tool in order to manipulate it for some task. However, in this
paper, the discussion is more on the migration of “smart technology” from the external world to either
the surface of the body or implanted within the body; the result being that humans will be viewed
more as a technological being than biological.

Additionally, given the rate at which technology and particularly artificial intelligence is
improving, once a technological Singularity is reached in which artificial intelligence is smarter
than humans, humans may be “left behind” as the most intelligent beings on the planet [5,7]. In
response, some argue that the solution to exponential growth in technology, and particularly computing
technology, is to become enhanced with technology ourselves, and deeper into the future, to ultimately
become the technology [5,7]. In that context, this article reviews some of the emerging enhancement
technologies directed primarily at the functions performed by the brain and discusses a timeframe
in which humans will continue to use technology as a tool, which I term the “standard model” of
technology use, then become so enhanced with technology (including technology implanted within
the body) that we may view humans as an example of technology, which I term the “cyborg-machine”
model of technology [5].

The rate at which technological evolution occurs, as modeled by the law of accelerating returns
and specifically by Moore’s law which states that the number of transistors on an integrated circuit
doubles about every two years—both of which in the last few decades have accurately predicted
rapid advancements in the technologies which are being integrated into the body—make a strong
argument for accelerating evolution through the use of technology [6]. To accelerate evolution using
technology is to enhance the body to beyond normal levels or performance, or even to create new
senses; but basically, through technology implanted within the body, to provide humans with vastly
more computational resources than provided by a 100-trillion-synapse brain (many of which are not
directly involved in cognition). More fundamentally, the importance of the law of accelerating returns
for human enhancement is that it describes, among others, how technological change is exponential,
meaning that advances in one stage of technology development help spur an even faster and more
profound technological capability in the next stage of technology development [6]. This law, describing
the rate at which technology advances, has been an accurate predictor of the technological enhancement
of humans over the last few decades and provides the motivation to argue for a future merger of
humans with technology [5].

2. Two Categories of Technology for Enhancing the Body

Humans are users and builders of technology, and historically, technology created by humans
has been designed primarily as external devices used as tools allowing humans to explore and
manipulate the environment [1]. By definition, technology is the branch of knowledge that deals with
the creation and use of “technical means” and their interrelation with life, society, and the environment.
Considering the long history of humans as designers and users of technology, it is only recently that
technology has become implanted within the body in order to repair, replace, or enhance the functions
of the body including those provided by the brain [5]. This development, of course, is the outcome of
millions of years of biological evolution which created a species which was capable of building such
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complex technologies. Considering tools as an early example of human-made technology, the ability
to make and use tools dates back millions of years in the sapiens family tree [13]. For example, the
creation of stone tools occurred some 2.6 million years ago by our early hominid ancestors in Africa
which represented the first known manufacture of stone tools—sharp flakes created by knapping,
or striking a hard stone against quartz, flint, or obsidian [1]. However, this advancement in tools
represented the major extent of technology developments over a period of eons.

In the role of technology to create and then enhance the human body, I would like to emphasize
two types of technology which have emerged from my thinking on this topic in the last few decades,
these include “biological” and “cultural” technology (Table 1). While I discuss each in turn, I do not
mean to suggest that they evolved independently from each other; human intelligence, for example,
has to some extent been “artificially enhanced” since humans developed the first tools; this is due in
part to the interaction between the cerebral cortex and technology. This view is consistent with that
expressed by Andy Clark in his books, “Natural-Born Cyborgs: and the Future of Human Intelligence,”
and “Mindware: An Introduction to the Philosophy of Cognitive Science.” Basically, his view on
the “extended mind” is that human intelligence has always been artificial, made possible by the
technology’s that humans designed which he proposes extended the reach of the mind into the
environment external to the body. For example, he argues that a notebook and pencil plays the role
of a biological memory, which physically exists and operates external to the body, thus becoming a
part of an extended mind which cognitively interacts with the notebook. While agreeing with Andy
Clark’s observations, it is worth noting that this paper does not focus on whether the use of technology
extends the mind to beyond the body. Instead, the focus here, when describing biological and cultural
technology, is simply to emphasize that the processes of biological evolution created modern humans
with a given anatomy and physiology, and prefrontal cortex for cognition, and that human ingenuity
has led to the types of non-biological technology being developed that we may eventually merge with.
Additionally, the focus here is on technology that will be integrated into the body, including the brain,
and thus the focus is not on the extension of cognition into the external world, which of course is an
end-product of evolution made possible by the Homo sapiens prefrontal cortex.

With that caveat in mind, biological technology is that technology resulting from the processes of
evolution which created a bipedal, dexterous, and sentient human being. As an illustration of biology
as technology, consider the example of the musculoskeletal system. From an engineering perspective,
the human body may be viewed as a machine formed of many different parts that allow motion to
occur at the joints formed by the parts of the human body [14]. The process of evolution which created
a bipedal human through many iterations of design, among others, took into account the forces which
act on the musculoskeletal system and the various effects of the forces on the body; such forces can be
modeled using principles of biomechanics, an engineering discipline which concerns the interrelations
of the skeleton system, muscles, and joints.

In addition, the forces of evolution acting over extreme time periods ultimately created a human
musculoskeletal system that uses levers and ligaments which surround the joints to form hinges,
and muscles which provide the forces for moving the levers about the joints [14]. Additionally, the
geometric description of the musculoskeletal system can be described by kinematics, which considers
the geometry of the motion of objects, including displacement, velocity, and acceleration (without
taking into account the forces that produce the motion). Considering joint mechanics and structure, as
well as the effects that forces produce on the body, indicates that evolution led to a complex engineered
body suitable for surviving successfully as a hunter-gatherer. From this example, we can see that basic
engineering principles on levers, hinges, and so on were used by nature to engineer Homo sapiens.
For this reason, “biology” (e.g., cellular computing, human anatomy) may be thought of as a type of
technology which developed over geologic time periods which ultimately led to the hominid family
tree that itself eventually led a few hundred thousand years ago to the emergence of Homo sapiens;
the “tools” of biological evolution are those of nature primarily operating at the molecular level and
based on a DNA blueprint. So, one can conclude that historically, human technology has built upon
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the achievements of nature [13]. Millions of years after the process of biological evolution started with
the first single cell organisms, humans discovered the principles which now guide technology design
and use, in part, by observing and then reverse engineering nature.

Referring to “human-made” technology, I use the term “cultural technology” to refer to the
technology which results from human creativity and ingenuity, that is, the intellectual output of
humans. This is the way of thinking about technology that most people are familiar with; technology
is what humans invent and then build. Examples include hand-held tools developed by our early
ancestors to more recent neuroprosthetic devices implanted within the brain. Both biological and in
many cases cultural technology can be thought of as directed towards the human body; biological
technology operating under the slow process of evolution, cultural technology operating at a vastly
faster pace. For example, over a period of only a few decades computing technology has dramatically
improved in terms of speed and processing power as described by Moore’s law for transistors; and
more generally, technology has continuously improved as predicted by the law of accelerating returns
as explained in some detail by Ray Kurzweil [6]. However, it should be noted that biological and
cultural technologies are not independent. What evolution created through millions of years of
trial-and-error is now being improved upon in a dramatically faster time period by tool-building Homo
sapiens. In summary, Homo sapiens are an end-product of biological evolution (though still evolving),
and as I have described to this point, a form of biological technology supplemented by cultural
technology. Further, I have postulated that biological humans may merge with what I described as
cultural technology, thus becoming less biological and more “digital-technological”.

Table 1. Comparison of biological versus cultural technology.

Biological Technology Cultural Technology

Basic Process,
Underlying

Principle

• Living organisms are composed of cells.
• Genes, traits are inherited through

gene transmission.
• Through evolution (variation, selection,

replication), genetic changes in a population
are inherited over several generations.

• Moore’s Law
• Law of Accelerating Returns
• Creation of tools, external and

internal to the body
• Human ingenuity and creativity

Timescale
• Millions of years for primitive cells to

develop into more complex organisms

• Decades or less for major paradigm
shifts, progress is
noticeably exponential

Selected
Examples of

Output

• Sentience
• Numerus systems to support life (e.g.,

musculoskeletal, endocrine, nervous,
digestive, circulatory, etc.)

• 100-trillion-synapse brain
• DNA
• Language

• Digital technology
• Computer languages
• Wireless protocol
• Algorithms
• Prosthesis

3. On Being Biological and on Technologically Enhancing the Brain

As a product of biological evolution, the cerebral cortex is especially important as it shapes our
interactions and interpretations of the world we live in [1]. Its circuits serve to shape our perception
of the world, store our memories and plan our behavior. A cerebral cortex, with its typical layered
organization, is found only among mammals, including humans, and non-avian reptiles such as
lizards and turtles [15]. Mammals, reptiles and birds originate from a common ancestor that lived
some 320 million years ago. For Homo sapiens, comparative anatomic studies among living primates
and the primate fossil record show that brain size, normalized to bodyweight, rapidly increased during
primate evolution [16]. The increase was accompanied by expansion of the neocortex, particularly
its “association” regions [17]. Additionally, our cerebral cortex, a sheet of neurons, connections and
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circuits, comprises “ancient” regions such as the hippocampus and “new” areas such as the six-layered
“neocortex”, found only in mammals and most prominently in humans [15]. Rapid expansion of
the cortex, especially the frontal cortex, occurred during the last half-million years. However, the
development of the cortex was built on approximately five million years of hominid evolution;
100 million years of mammalian evolution; and about four billion years of molecular and cellular
evolution. Compare the above timeframes with the timeframe for major developments in computing
technology discussed next. Keep in mind that, among others, recent computing technologies are aimed
at enhancing the functions of the cerebral cortex itself, and in some cases, this is done by implanting
technology directly in the brain [5,18].

The recent history of computing technology is extremely short when considered against the
backdrop of evolutionary time scales that eventually led to Homo sapiens and spans only a few centuries.
But before the more recent history of computing is discussed, it should be noted that an important
invention for counting, the abacus, was created by Chinese mathematicians approximately 5000 years
ago. Some (such as philosopher and cognitive scientist Andy Clark) would consider this invention
(and more recently digital calculators and computers) to be an extension of the neocortex. While
interacting with technology external to the body extends cognition to that device, still, the neurocircuits
controlling the device, remain within the brain. More recently, in 1801, Joseph Marie Jacquard invented
a loom that used punched wooden cards to automatically weave fabric designs, and two centuries
later early computers used a similar technology with punch cards. In 1822, the English mathematician
Charles Babbage conceived of a steam-driven calculating machine that would be able to compute
tables of numbers and a few decades later Herman Hollerith designed a punch card system which
among others, was used to calculate the U.S. 1890 census. A half-century later, Alan Turing presented
the notion of a universal machine, later called the Turing machine, theoretically capable of computing
anything that could be computable. The central concept of the modern computer is based on his
ideas. In 1943–1946 the Electronic Numerical Integrator and Calculator (ENIAC) was built which is
considered the precursor of digital computers (it filled a 20-foot by 40-foot room consisting of 18,000
vacuum tubes) and was capable of calculating 5000 addition problems a second. In 1958, Jack Kilby
and Robert Noyce unveiled the integrated circuit, or computer chip. And recently, based on efforts by
the U.S. Department of Energy’s Oak Ridge National Laboratory, the supercomputer, Summit, operates
at a peak performance of 200 petaflops—which corresponds to 200 million billion calculations a second
(a 400 million increase in calculations compared to ENIAC from 75 years earlier). Of course, computing
machines and technologies integrated into the body will not remain static. Instead, they will continue
to improve, allowing more technology to be used to repair, replace, or enhance the functions of the
body with computational resources.

In contrast to the timeframe for advances in computing and the integration of technology in the
body, the structure and functionality of the Homo sapiens brain has remained relatively the same for
hundreds of thousands of years. With that timeframe in mind, within the last decade, several types of
technology have been either developed, or are close to human trials, to enhance the capabilities of the
brain. In the U.S., one of the major sources of funding for technology to enhance the brain is through
the Defense Advanced Research Projects Agency (DARPA); some of the projects funded by DARPA
are shown in Table 2. Additionally, in the European Union the Human Brain Project (HPB) is another
major effort to learn how the brain operates and to build brain interface technology to enhance the
brain’s capabilities. One example of research funded by the HBP is Heidelberg University’s program
to develop neuromorphic computing [19]. The goal of this approach is to understand the dynamic
processes of learning and development in the brain and to apply knowledge of brain neurocircuitry
to generic cognitive computing. Based on neuromorphic computing models, the Heidelberg team
has built a computer which is able to model/simulate four million neurons and one billion synapses
on 20 silicon wafers. In contrast, simulations on conventional supercomputers typically run factors
of 1000 slower than biology and cannot access the vastly different timescales involved in learning
and development, ranging from milliseconds to years; however, neuromorphic chips are designed to
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address this by operating more like the human brain. In the long term, there is the prospect of using
neuromorphic technology to integrate intelligent cognitive functions into the brain itself.

As mentioned earlier, medical necessity is a factor motivating the need to develop technology
for the body. For example, to restore a damaged brain to its normal state of functioning, DARPA’s
Restoring Active Memory (RAM) program funds research to construct implants for veterans with
traumatic brain injuries that lead to impaired memories. Under the program, researchers at the
Computational Memory Lab, University of Pennsylvania, are searching for biological markers of
memory formation and retrieval [20,21]. Test subjects consist of hospitalized epilepsy patients who
have electrodes implanted deeply in their brain to allow doctors to study their seizures. The interest
is to record the electrical activity in these patients’ brains while they take memory tests in order to
uncover the electric signals associated with memory operations. Once they have found the signals,
researchers will amplify them using sophisticated neural stimulation devices; this approach, among
others, could lead to technology implanted within the brain which could eventually increase the
memory capacity of humans.

Other research which is part of the RAM program is through the Cognitive Neurophysiology
Laboratory at the University of California, Los Angeles. The focus of this research is on the entorhinal
cortex, which is the gateway to the hippocampus, the primary brain region associated with memory
formation and storage [22]. Working with the Lawrence Livermore National Laboratory, in California,
closed-loop hardware in the form of tiny implantable systems is being jointly developed. Additionally,
Theodore Berger at the University of Southern California has been a pioneer in the development
of a neuroprosthetic device to aid memory [23]. His artificial hippocampus is a type of cognitive
prosthesis that is implanted into the brain in order to improve or replace the function(s) of damaged
brain tissue. A cognitive prosthesis allows the native signals used normally by the area of the brain to
be replaced (or supported). Thus, such a device must be able to fully replace the function of a small
section of the nervous system—using that section’s normal mode of operation. The prosthesis has to
be able to receive information directly from the brain, analyze the information and give an appropriate
output to the cerebral cortex. As these and the examples in Table 2 show, remarkable progress is
being made in designing technology to be directly implanted in the brain. These developments,
occurring over a period of just a decade, designed to enhance or repair the brain, represent a major
departure from the timeframe associated with the forces of evolution which produced the current
100-trillion-synapse brain.
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4. Tool Use and Timeframe to Become Technology

As more technology is integrated into our bodies, and as we move away from the process of
biological evolution as the primary force operating on the body, we need to consider exponential
advances in computing technology that have occurred over the last few decades. One of the main
predictors for the future direction of technology and particularly artificial intelligence is Ray Kurzweil,
Google’s Director of Engineering. Kurzweil has predicted that the technological Singularity, the
time at which human general intelligence will be matched by artificial intelligence will be around
2045 [6]. Further, Kurzweil claims that we will multiply our effective intelligence a billion-fold by
merging with the artificial intelligence we have created [6]. Kurzweil’s timetable for the Singularity is
consistent with other predictions, notably those of futurist Masayoshi Son, who argues that the age
of super-intelligent machines will happen by 2047 [24]. In addition, a survey of AI experts (n = 352)
attending two prominent AI conferences in 2015 responded that there was a 50% chance that artificial
intelligence would exceed human abilities by around 2060 [25]. In my view, these predictions for
artificial intelligence (if they materialize) combined with advances in technology implanted in the
body are leading to a synergy between biological and cultural technology in which humans will be
equipped with devices that will allow the brain to directly access the trillions of bits of information in
the cloud and to control technology using thought through a positive feedback loop; these are major
steps towards humans merging with technology.

In Figure 1, I am less specific about the date when the Singularity will occur compared to
predictions by Kurzweil and Son, providing a range from 2050–2100 as a possibility. Further, in the
Figure which also displays a timeframe for humans to merge with technology, I emphasize three
time periods of importance for the evolution of human enhancement technology and eventual merger
between humans and technology. These time periods suggest that the merging of humans with
technology can be described as occurring in major stages (with numerous substages); for example, for
most of the history of human technology, technology was external to the body, but as we move towards
a being that is more technology that biology, we are entering a period of intermediate beings that are
clearly biotechnical. However, returning to the first time period, it represents the preceding period
of time that up to now is associated with human biological evolution and marked predominantly
by humans using primitive (i.e., non-computing) tools for most of our history. Note that the tools
designed by early humans were always external to the body and most frequently held by the hands.
Such tools designed by our early ancestors allowed humans to manipulate the environment, but the
ability to implant technology within the body in order to enhance the body with capabilities that are
beyond what evolution provided humans is a very recent advancement in technology, one that could
lead to a future merger between humans and technology.

Figure 1. Timeframe for humans to merge with technology and for artificial intelligence to reach human
levels of intelligence.

The second stage of human enhancement is now until the Singularity occurs [5]. In this short time
period, technology will still be used primarily as a tool that is not considered as part of the human,
thus humans will continue to be more biological than technological (but increasingly biotechnological
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beings will emerge). However, between now and the end of the century, we will see the development
of more technology to replace biological parts, and to possibly create new features of human anatomy
and brain functionality. In addition, during this time period people will increasingly access artificial
intelligence as a tool to aid in problem solving and more frequently artificial intelligence will perform
tasks independent of human supervision. But in this second stage of human enhancement, artificial
intelligence will exist primarily on devices external to the human body. Later, artificial intelligence will
be implanted in the body itself. Additionally, in the future, technology that is directly implanted in the
brain will increase the computing and storage capacity of the brain, opening up new ways of viewing
the world, and moving past the capabilities of the brain provided by biological evolution, essentially
extending our neocortex into the cloud [18].

The third stage of technology development impacting human enhancement and our future to
merge with technology is represented by the time period occurring after the technological Singularity
is reached. At this inflection point, artificial intelligence will have surpassed humans in general
intelligence and technology will have advanced to the point where the human is becoming equipped
with technology that is superior to our biological parts produced by the forces of evolution; thus,
the human will essentially become a form of nonbiological technology. Of the various implants that
will be possible within the human body, I believe that neuroprosthetic devices will be determinative
for allowing humans to merge with, and control technology, and ultimately to become technology.
Given the focus of the discussion in this paper comparing the timescale for evolutionary forces which
created humans versus the dramatically accelerated timescale under which technology is improving
the functionality of humans in the 21st century, the figure covers no more than a century, which is
a fraction of the timeframe of human evolution since the first Homo sapiens evolved a few hundred
thousand years ago.

5. Moral Issues to Consider

As we think about a future in which human cognitive functions and human bodies may be
significantly enhanced with technology, it is important to mention the moral and ethical issues that
may result when humans equipped with enhancement technologies surpass others in abilities and
when different classes of humans exist by nature of the technology they embrace [26]. Bob Yirka,
discussing the ethical impact of rehabilitative technology on society comments that one area which
is already being discussed is disabled athletes with high-tech prosthetics that seek to compete with
able-bodied athletes [26]. Another issue where a technologically-enhanced human may raise ethical
and legal issues is the workplace [5]. In an age of technologically enhanced people, should those with
enhancements be given preferences in employment, or have different work standards than those who
are not enhanced? Further, in terms of other legal and human rights, should those that are disabled but
receive technological enhancements that make them “more abled” than those without enhancements,
be considered a special class needing additional legal protections, or should able-bodied people in
comparison to those enhanced receive such protections? Additionally, Gillet, poses the interesting
question of how society should treat a “partially artificial being?” [27]. The use of technological
enhancements could create different classes of people by nature of their abilities, and whether a
“partial human” would still be considered a natural human, and receive all protections offered under
laws, statutes, and constitutions remains to be seen. Finally, would only some people be allowed to
merge with technology creating a class of humans with superior abilities, or would enhancement
technology be available to all people, and even mandated by governments raising the possibility of a
dystopian future?

Clearly, as technology improves, and becomes implanted within human bodies, and repairs or
enhances the body, or creates new human abilities, moral and ethical issues will arise, and will need
significant discussion and resolution that are beyond the scope of this paper.
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6. Concluding Thoughts

To summarize, this paper proposes that the next step in human evolution is for humans to merge
with the increasingly smart technology that tool-building Homo sapiens are in the process of creating.
Such technology will enhance our visual and auditory systems, replace biological parts that may
fail or become diseased, and dramatically increase our information-processing abilities. A major
point is that the merger of humans with technology will allow the process of evolution to proceed
under a dramatically faster timescale compared to the process of biological evolution. However, as
a consequence of exponentially improving technology that may eventually direct its own evolution,
if we do not merge with technology, that is, become the technology, we will be surpassed by a superior
intelligence with an almost unlimited capacity to expand its intelligence [5–7]. This prediction is
actually a continuation of thinking on the topic by robotics and artificial intelligence pioneer Hans
Moravec who, almost 30 years ago, argued that we are approaching a significant event in the history
of life in which the boundaries between biological and post-biological intelligence will begin to
dissolve [7]. However, rather than warning humanity of dire consequences which could accompany
the evolution of entities more intelligent than humans, Moravec postulated that it is relevant to
speculate about a plausible post-biological future and the ways in which our minds might participate
in its unfolding. Thus, the emergence of the first technology creating species a few hundred thousand
years ago is creating a new evolutionary process leading to our eventual merger with technology; this
process is a natural outgrowth of—and a continuation of—biological evolution.

As noted by Kurzweil [6] and Moravec [7], the emergence of a technology-creating species has
led to the exponential pace of technology on a timescale orders of magnitude faster than the process
of evolution through DNA-guided protein synthesis. The accelerating development of technology
is a process of creating ever more powerful technology using the tools from the previous round of
innovation. While the first technological steps by our early ancestors of a few hundred thousand years
ago produced tools with sharp edges, the taming of fire, and the creation of the wheel occurred much
faster, taking only tens of thousands of years [6]. However, for people living in this era, there was
little noticeable technological change over a period of centuries, such is the experience of exponential
growth where noticeable change does not occur until there is a rapid rise in the shape of the exponential
function describing growth [6]; this is what we are experiencing now with computing technology and
to a lesser extent with enhancement technologies. As Kurzweil noted, in the nineteenth century, more
technological change occurred than in the nine centuries preceding it and in the first twenty years of
the twentieth century, there was more technological advancement than in all of the nineteenth century
combined [6]. In the 21st century, paradigm shifts in technology occur in only a few years and these
paradigm shifts directed towards enhancing the body could lead to a future merger between humans
and technology.

According to Ray Kurzweil [6], if we apply the concept of exponential growth, which is predicted
by the law of accelerating returns, to the highest level of evolution, the first step, the creation of cells,
introduced the paradigm of biology. The subsequent emergence of DNA provided a digital method to
record the results of evolutionary experiments and to store them within our cells. Then, the evolution
of a species who combined rational thought with an opposable appendage occurred, allowing a
fundamental paradigm shift from biology to technology [6]. Consistent with the arguments presented
in this paper, Kurzweil concludes that this century, the upcoming primary paradigm shift will be
from biological thinking to a hybrid being combining biological and nonbiological thinking [6,28].
This hybrid will include “biologically inspired” processes resulting from the reverse engineering of
biological brains; one current example is the use of neural nets built based on mimicking the brain’s
neural circuitry. If we examine the timing and sequence of these steps, we observe that the process
has continuously accelerated. The evolution of life forms required billions of years for the first steps,
the development of primitive cells; later on, progress accelerated and during the Cambrian explosion,
major paradigm shifts took only tens of millions of years. Later on, humanoids eventually developed
over a period of millions of years, and Homo sapiens over a period of only hundreds of thousands of
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years. We are now a tool-making species that may merge with and become the technology we are
creating. This may happen by the end of this century or the next, such is the power of the law of
accelerating returns for technology.
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Abstract: Moral issues arise not only when neural technology directly influences and affects people’s
lives, but also when the impact of its interventions indirectly conceptualizes the mind in new, and
unexpected ways. It is the case that theories of consciousness, theories of subjectivity, and third
person perspective on the brain provide rival perspectives addressing the mind. Through a review of
these three main approaches to the mind, and particularly as applied to an “extended mind”, the
paper identifies a major area of transformation in philosophy of action, which is understood in terms
of additional epistemic devices—including a legal perspective of regulating the human–machine
interaction and a personality theory of the symbiotic connection between human and machine.
I argue this is a new area of concern within philosophy, which will be characterized in terms of
self-objectification, which becomes “alienation” following Ernst Kapp’s philosophy of technology.
The paper argues that intervening in the brain can affect how we conceptualize the mind and modify
its predicaments.

Keywords: brain–computer interface (BCI); human–robot interaction; mind; sense of agency; alienation

1. Introduction

The changes brought about by the use of neurotechnology informed by artificial
intelligence (AI) can be dramatic, as Brain/Neural Computer Interfaces (BNCI) and robotics
technologies can directly intervene in the brain and disrupt cognitive processes responsible
for consciousness and identity raising questions about what it means to be a unique person.
Our ordinary accounts of intentional behavior appeal to desires, habits, knowledge, reasons,
and perceptions. These new interventions operate in a conceptual framework dominated
by sub-personal categories. Such technologies are therefore a source for investigation
in the field of moral theory. I propose that there are two possible paths of research in
this area. On the one hand, questioning the impact of neurotechnology and AI includes
philosophical, ethical, regulatory, legal, and social implications—an approach focusing on
their applications. On the other hand, questioning neurotechnology and AI also includes
concerns about how we make sense of ourselves and modify theoretical and practical
concepts. By understanding and conceptualizing us in new, unexpected ways, we re-
ontologize ourselves. The new philosophical framework cannot remain without practical
implications as the new insights generated by this activity will trigger and motivate our
actions. Therefore, as human enhancement technologies will make new claims, which
impact competing approaches to the mind, they also represent a relevant area for moral
theory. In this sense, neurotechnology motivates a relevant area of moral theory.

The philosophical framework behind this fascinating scenario was first named by
James H. Moor in 1985 [1]; it is known as the anatomy of computer revolution, since he
was using two stages for making explicit the perspective on the development of a cultural
innovation initiated by the “introduction” and “permeation” of computers in social life.
While the introduction stage does not alter social institutions and easily accommodate
technology into the means-end relation, the permeation stage does have the potential to
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disrupt social institutions and may bring unprecedented systematic thinking to bear on the
very phenomenon of technology. His insights have undeniable interest and applications for
theorizing about our merger with machines. It will be important for my purposes in this
article to concentrate on the impact on moral theory. Therefore, I am not going to discuss
in the paper the ethical issues related to the alterations following the interventions in the
brain [2–5]. I will rather discuss some implications that these interventions might be able to
trigger on scientific representing and understanding of the mind. The involved problems
are not just ethical problems, but conceptual and philosophical ones.

While the first investigation will be concerned with challenges to human abilities, the
latter investigation is concerned with the conceptual framework that these interventions
are going to modify. My argument is focused on knowledge and aims to establish that
interventions in the brain involve new understanding of the mind and on the basis of
these new insights on the motivations for actions [6]. In other words, human enhancement
technologies and our merger with machines call for the assessment of the adequacy of our
representational devices for grasping what it means to be human from a moral, ethical,
and legal standpoint. It rests on the idea that having access to the neural level of the brain
might have an impact on both the knowledge about how it feels to have the experiences
of that being and the knowledge about the fact that we evaluate each other’s behavior
and attitudes. It also challenges the idea that having physical knowledge about the mind
might render redundant other sorts of knowledge such as the phenomenal and moral
knowledge about mind and behavior. In a sense, inquiring features such as consciousness,
intentionality, meaning, purpose, thought, and value; leads us to questioning whether
they can be accommodated in a naturalistic image made of physical facts, whose access
is granted by the physical sciences, this questioning renews a number of well-known
philosophical disputes. Distilling this approach down even further, we might say that it
aims to address the classical mind–body problem.

The mind–body problem has been addressed in a variety of ways. However, in the last
decade, impressive advances have been made in the field of technological improvement of
sensory, motor, and cognitive performances. This field, which has the potential to heal and
enrich the mind, may also revolutionize the way in which the mind is understood and may
have a bearing on how to model the mind. The reasons for avoiding a naturalistic approach
to the mind are not reasons to avoid addressing the scientific treatment of it. A naturalistic
approach to the mind, philosophically constrained by a compatibilist requirement (that
free will is consistent with universal causal determinism) and supported by empirical
evidence provided by the interplay with new technologies, generates a philosophically
adequate and recognizable basis for a better understanding of the mind. This, in the most
basic terms, is the thesis of this paper. Hence, the renewal of concerns against physicalist
theories of consciousness and agency is currently being challenged by disruptive research
and innovation, among which robotics and neurotechnology are prominent examples. At
the metaphilosophical level, as technology is becoming an integral part of social practices,
a relevant area of moral theory is consequently called into question. This is not a bad thing;
on the contrary, it allows us to rethink how we know the characteristics of human mind. In
this essay, I will present an analysis of the epistemic and ethical challenges posed by smart
technologies about the way in which we understand the mind represented in its practical
aspects as well [6,7]. Through a brief review of the three main approaches to the mind,
first person perspective, second person perspective and third-person perspective, I will
identify a main area of concern, deriving from accessing the mind and its features through
neural mechanisms.

A survey of the literature in different fields provides a variety of suggestions: it is to
be noted that the relevant impact is characterized in terms of enhancement technologies,
new empirical evidence and transformation of vulnerability [8–13]. The nature of each of
these categories, and the relationship between them, are both controversial. For example,
some philosophers will question the improvement brought about by the enhancement
technologies, while others will include thinking about human enhancement technologies as
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a very broad tent, including their impact on our epistemic sources concerning our sensory,
motor, and cognitive abilities. Finally, others will think of enhancement as a shift in our
vulnerable features. For the sake of space, this essay will focus on the last two points
throughout. This opens up new epistemic improvements for a re-appraisal of notions such
as agency. At the same time accessing neural mechanisms to modulate human behavior
makes individuals vulnerable to “nudges”, manipulation, and deception, which will be
made practicable, not least by the adjustment of our representative features.

The final aim of this paper is to draw a critical and constructive analysis and to show
that by merging with a machine we have as a result both a surplus of representational
devices and a vulnerability warning. I will first describe this surplus of representational
devices in terms of direct knowledge of our actions, which has been fed by empirical
studies. I will then address this kind of concern in term of “alienation” following Ernst
Kapp’s philosophy of technology [14]. The claim is that “alienation” should inform the
discussion on transformative effects of these technologies, that is, on those effects which
cannot always be interpreted to clear cases of epistemic or ethical shortcomings. Thus, this
argument is conducive to a different kind of epistemic and ethical discussion resulting
from the facts obtained by the ongoing technological transformation of human motor,
sensory, and cognitive traits. It is the objective of this paper to clearly distinguish between
the various thematic strands (consciousness, agency, mind), which are also dealt with in
quite different debates—philosophy of mind, theory of action, theory of rationality and the
theories of personal identity, theory of cognitive science and to clearly show the connection
between them, which is not drawn by the single theories.

2. The Limits of Treating the Mind as an Object

Let us start with the way in which we represent the mind to assess what kinds of
transformations have been occurring by our merging with the machines in our representa-
tional devices. How do we conceptualize agency, responsibility, and consciousness? We
normally can count on three competing approaches: First, the approach articulated in
first person perspective and tailored to fulfill the requirements both of subjectivity and
of consciousness as experience [15–18] second, the approach articulated in second person
perspective [19–21] and tailored to serve the needs of the personality; finally, the approach
articulated in third person perspective and tailored to fit the human brain facts [22].

The distinctive features of the phenomenological mind and of the personality can best
be seen by contrasting them with one more approach, the physical approach. The quality
of what “it feels like” to be in such a state cannot, in principle, be conveyed in a physical
language tailored to fit the objects in the world. Such facts of experience show an irritating
incompleteness of the objectifying description of the world. The same happens with the
personality layer and its normative requirements. The problem with the objectification of
the mind is that it exhibits two kinds of shortcomings. It cannot account for consciousness
as experience [23] and cannot account for the causal role of mental events in the physical
world [24]. Therefore, the process of objectification—while proving fruitful in interpreting,
explaining and predicting a series of physical events—shows its limits especially in the
case when we want to accommodate features of personality along with those of subjectivity.
When ascribing someone’s agency or moral responsibility what matters is whether the
person in question is able to participate in normative discourse and practice. Whether she
is able to give and take reasons for her actions, beliefs, and feelings. On the one hand, we
rely on these two layers of complexity—subjectivity and personality—when representing
normative relations between agents and accounting for meaningful experiences of the
world. On the other hand, the physical approach makes it possible to treat the mind as an
object. As a result, it is possible to make various predictions. The underlying idea is that
rooting the study of the mind in the natural sciences will provide us with a comprehensive
understanding of the main mental features. Moreover, motor, sensor, and cognitive abilities
seem to be accommodated in this naturalistic version of the world. This is the case at least
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in psychophysical reductionism that says how the physical sciences could in principle
provide an account of everything in the world.

The neural correlates of consciousness that cause the experience seem to be able to
tell the whole story about the mind. A neural correlate of consciousness can be described
as a minimal neural system that is directly related to states of consciousness. At least
physicalist positions are keen to endorse this view. As fascinating as this kind of approach
can be, as it promises to make the study of the mind scientific, it has costs, and I hope
to show that they are not worth incurring. I will argue that there are philosophical costs
to denying subjectivity and personality. I believe that physicalist approaches may allow
for more philosophical insight, however. In this article, I will attempt to articulate what
“getting at the mind” consists of, and what its merits and its faults are. A critical view says
that psychophysical reductionism is a failure; the prospect that physical sciences could in
principle provide a theory of everything is a failure in terms of explaining free actions and
experience. In particular, the attempt to go from phenomenology to information processing
in the brain is not going to happen in my view. Subjectivity and personality will be resistant
to this kind of view. But interestingly, human enhancement technologies have introduced
new insights in this discussion. By accessing the mind at the neural level, the human
enhancement approach has introduced some major transformations in our knowledge.

There is a difference between being a mind and being an extended mind. It is an epis-
temic difference. The argument presented in this paper focuses on that difference. It is the
distinct knowledge underling this specific self-objectification, which allows for detecting,
influencing, and stimulating mental states. What presents itself in its relentlessness is the
fact that the third approach may not be able to explain the other two dimensions elabo-
rated in second- and first-person perspective and yet it does contribute to re-articulating a
number of cognitive and affective features of the mind such as feeling, mood, perception,
attention, understanding, memory, reasoning, and coordination of motor outputs and
therefore high-level expressions of these properties such as selves and personality. In
particular, the amount of knowledge available to be processed is remarkable if we consider
the human–machine interaction. As a result, we are faced with a twofold novelty: some
features of human behavior—prominently the “sense of agency”, i.e., the kind of immediate
knowledge we have of our actions– can be traced back to underlying mechanisms con-
ceived as a causal chain of physical events at a sub-personal level and can be implemented
and altered by accessing these very mechanisms at the neural level.

The debate about the “sense of agency” has been driven by empirical studies in the
field of psychology and cognitive neuroscience [25–27]. What is more, robotics inspired by
the idea of the extended mind has been another driver of this transformation. It says that
the extended mind relies on sensorimotor synergies, and that only the understanding of
their mechanisms will enable designing and building artificial systems that can generate a
true symbiosis with the human. While we have learned much on both motor and sensory
synergies in separation, not much attention has been paid before as to how the concept
of synergies extends to the brain–body–environment interaction, and to the sensorimotor
loop itself.

Pioneering work in the psychophysics and neurophysiology of the human hand
and upper limb, and in the translation of this understanding in bionic concepts has been
achieved [28]. The next level is to exploit the extended mind approach to a whole brain–
body–environment interaction schema. In doing so, it will be possible both to explore
the mechanisms by which the human and artificial system can remotely communicate
and cognitively merge and to improve our comprehension of what it means to be human.
This will in turn produce knowledge about our own actions. Whereas interacting with
objects in the environment in which we live in is mostly immediate and unreflective,
to engineer this very natural interaction (among our body, objects, and environment) is
complicated. The success of engineered intuitive natural human–robot interaction (HRI)
will critically depend on whether the operator will have no difficulty in recognizing the
robot, its movements and sensations as part of their own body and their own actions: the
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exploitation of systems such as these requires the fusion of the human mind with robotic
sensors and actuators. If this is going to happen, by interacting with the robot, then the
operator will be released from the physical, cognitive and affective workload associated
with traditional teleoperation. Crucially, such a system relies on a multilevel approach to
ensure engineered actions to be as successful as the natural ones. Not only will our skilled
capacities be improved, but our understanding of natural and intuitive human–robot
interaction makes room for the improvement of our knowledge about our own actions and
sense of agency. This opens up three levels of inquiry, which fully cover the interaction
with the robot and hence provide both explanations on how intuitive natural human–robot
interaction occurs and instructions about how to ergonomically and ethically design the
robot platform. The levels, in which we choose to describe, explore, and discuss the system
and its context, are the neural level, the ergonomic level, and the ethical level.

The benefits of the proposed exploration of the extended mind idea and its robotics
applications are manifold. It is common to think of psychophysical reductionism as a failure
or as a promise. This way of thinking certainly has its merits, if only to a limited extent. For,
unfortunately, the nature of the mind–body problem is not well-understood philosophically,
despite the fact that some important past debates have discussed a remarkable number
of issues. There still remains the advantage, however, that the concept of the extended
mind is empirically amenable and therefore less rich, obscure and slippery than that of
mind, and hence easier to handle. So, a definition of mind grounded in the symbiosis
with technological artifacts seems to be a good starting point. The mechanisms of the
mind, which basically rely on causal explanations, cannot make sense of subjectivity and
personality. Intervening in the brain will modify their physical extension and will result
in an impact both on the physical and phenomenological level. This is very much in
line with the version of the identity theory contended by Davidson [24]. It says that all
mental events are identical with physical events. However, not all physical events have a
mental extension. We cannot make sense of mental events by recurring to physical science.
This is often referred to as the nothing-but reflex [24]. This construct characterizes the
aptitude of sentences like these “Conceiving the “Ode to Joy” was nothing but a complex
neural event”.

By relating mental events to other mental events, we explain them. This occurs by
appealing to desires, intentions, and perceptions of the human agent. Explanations such as
these represent a conceptual framework dominated by reasons and are usually detached
from sub-personal level instantiated and explored by physical science. And yet, there
are some particular cases. In cases where we know particular identities and are able to
correlate particular mental events with particular physical events, we can modify the
mental events by intervening in the brain. For example, Miller et al. [29] were able to find
the dynamics of sensorimotor cortices associated with the touch of a hand-held tool. When
the identity is not questionable, then we may be able to obtain a real advance. Epistemic and
practical challenges like these call for a reappraisal of our epistemic setting. There are not
only feasibility questions involved such as “how can we facilitate the symbiosis between
machines and us?” As more difficult questions begin to have positive answers, healing
and protecting the mind, understanding the mind, enriching the mind, and modeling the
mind can be correlated with the way in which we make sense of our experience. After two
decades of research, the neural level of the human-like interaction with artifacts starts to be
disentangled. First advances are registered concerning motor abilities, and much of the
functioning of the motor system occurs without awareness. Nevertheless, we are aware of
some aspects of the current state of the system and we can prepare and make movements
in the imagination. These mental representations of the actual and possible states of the
system are based on two sources: sensory signals from skin and muscles, and the stream of
motor commands that have been issued to the system. Human-like interaction with the
robots can lead to the augmentation of the motor system in the awareness of action as well
as improvement in the control of action. At the same time this very enhancement adds
another piece to the “mechanical mind” as I call this new epistemic device [30]. At some
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extent there is a convergence between “extended mind” and “mechanical mind”. While the
first is meant to connote the human–machine hybridization, the latter is supposed to mark
the possible explanatory device arisen from this human machine hybridization. Blurring
the line between persons and things will not be conducive to epistemic opacity. On the
contrary, it will lead us to new insights.

Drawing on these new results, there are remarkable insights in the field of moral
theory as well. It has been necessary to wait for the most recent developments of embodied
cognition to give empirical evidence to the bodily involvement of the agent in the theory
of action. The construct of the “sense of agency” provides new elements to overcome
the vision of an agency characterized in the absence of bodily mechanisms of sensory
processing and motor control. It provides a direct knowledge of our actions based neither
on observation nor inference and can be implemented in a computational model of the
agent. In addition, robotics fits well into this picture, because by investigating what
happens at the neural level when we add an extension to the agent’s body, it gives the
possibility to modulate and correlate the knowledge related to the phenomenological
experience with that related to the neural level. To combine a theoretical approach with
a radical approach that relies on the construction of complete intelligent systems with
a real apparatus of perception and movement that interacts with the environment is
able to counteract misleading results. This approach presents strong evidence that the
sense of agency originates in the neural processes responsible for the motor aspects of
action. I contend that these recent results are compatible with a causal theory of action
as suggested by our ordinary attitude that relates us to objects with a practical rather
than simply theoretical stance. I believe that this contributes to a compatible perspective
capable of integrating the knowledge that comes from different approaches to the same
phenomenon. Giving scientific consideration to the physical events does not necessarily
mean surrendering to naturalism; rather, it means not committing us in an alleged tension
between two cultures—the scientific and the humanist.

3. Additional Epistemic Devices

In light of the fact that the traditional critical view has been revised and that accessing
the neural correlates no longer means to subscribe to some form of reductionism, I will
now argue that to integrate both the experiential dimension of consciousness and the space
of reasons, in which we operate by appealing to reasons in order to explain actions, to
make sense of our experience and to make room for normative claims, is fully compatible
with the idea to treat our mind as an object. In short, the three rival accounts discussed
above may not be competing against themselves anymore. The extra ingredients are the
human enhancement technologies, which while allow our merging with the machine will
produce an advancement in the understanding of the mind in terms of the same subject
thought as necessarily united in its two components—the human and the machinic.

What is more, this kind of integration between human and machine will make room for
new representational devices derived from our interaction with enhancement technologies.
Its implied greater capabilities are conducive to more ethical sophistication in a conceptual
framework. At this point in the discussion, I will now introduce some insights into human
brain enhancements from a legal perspective. By looking to legal theory rather than
moral theory, I may be able to better make sense of the transformative nature of human
enhancements. As Brain/Neural Computer Interfaces and transparent robotics realize a
seamless symbiosis with the human brain, they paradigmatically introduce new elements
to be weighed in legal theory. A legal analysis will be able to elucidate some aspects of this
new perspective, which I consider from a philosophical perspective in a second step of my
analysis. Legal scholars seem to comply with the experiment to treat the mind as an object
and also suggest that we need to re-shape the ontology accordingly. This is because, in the
legal perspective, the main interest is a practical one. Mostly, it is a matter of regulating the
human–machine interaction in the case that something goes wrong. This perspective, far
from being departmental, turns out to be much more liberal, because it allows us to think
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of personhood outside metaphysical burdens. The legal perspective, while aims to address
how to deal with regulatory issues, develops a conceptual and regulatory framework able
to overcome the dualism between humans and things.

The nature of this interaction is also a fascinating philosophical matter, and human–
machine interaction from a metaphysical perspective raises interesting questions of its own.
Fundamentally, they call for a re-examination of our understanding of the mind and its
properties. It is necessary to make a detour to value and integrate these new elements into
philosophical analysis. If this is not performed, the philosophical analysis remains stuck
with two equally harmful prongs, scientific naturalism and antireductionism. The two
major recent developments in philosophy of mind—naturalism and antireductionism—are
deeply opposed to each other in important ways, but there is a striking convergence on
answering the question—even though differently—whether scientific facts are able to
properly account for consciousness, intentionality, meaning, purpose, thought, and value.
As I said, there is another detour available with a view to obtaining a re-examination of
familiar, perhaps too familiar, ways of thinking.

For Jens Kersten, there are no metaphysical standards that loom over the way we
conceive of the mind [31]. Jens Kersten succeeds in combining elements of the theory of the
nature of technology with elements of personality theory. In short, he is committed to the
idea that technology as an element of culture may offer the possibility to reflect and identify
with one’s own artifacts. According to Jens Kersten, the symbiotic connection between
human and machine is better understood as the very expression of personality. In his view,
over our merger with the machine lies the decisive difference between the instrumental
and the symbiotic constellation. The instrumental constellation is characterized by the
differentiation between the human being as person and the machine as a thing. In those
cases, in which the machine is essential for the development of personality, this relationship
can be charged according to legal personality provisions, without, however, overturning
the fundamental distinction between person and thing. In the symbiotic constellation, this
differentiation between person and thing is omitted: The machines become “Nobjects” [32],
which are going to get rid of their legal status as things and, due to the claim for dignity
and the right of personality of their bearers, are going to be protected as part of their
human personality. In this way, the prostheses, the implants, and other devices are going
to acquire in a parasitic way the same moral status of their human host. As already stated,
applicable legal theory is mainly concerned with a practical solution of those cases in which
something goes wrong. For this practical attitude, any metaphysical attitude regarding the
moral status will not matter. Legal theory puts all metaphysical assumptions regarding
the nature of the mind and its properties into brackets. I have been drawing on the legal
analysis because it is able to express very clearly how our categorizing attitude is going
to be transformed by this sort of technological intervention which makes it clear that it
is not the differences between machine and human that matter. The symbiosis indeed
highlights a space-in-between that allows human beings to be involved in an effective
seamless relationship with the machine.

According to the more recent developments in robotics, the robot is no longer a
mere extension of the human, as in traditional teleoperation, rather the human being, will
fully merge with the machine, creating a unit or symbiont whose physical and cognitive
capability is more than the sum of those of the human and machine symbionts. These
new technologies have the potential to collapse this ontological threshold into a single
dimension while offering intimate experiences that are triggered by the interaction directly.
By looking to legal theory, we may be able to better address issues regarding the conceptual
analysis of the mind. This is the case since the symbiosis does affect how we conceptualize
our experience and reshapes the status of the objects closely linked to us. As a result, this
will also motivate an alteration in the way we will consider the artifact. While particular
events may be explained by physical fact, this cannot justify a different interpretation
of subjectivity and other humanlike features. Spelling out how technologies find their
parasitic way to accomplish a new status is an intriguing opportunity to perform a kind
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of thought-experiment. It leads to a sort of hybridization of the fully human character,
blurring the distinctions between human and artifact. To be sure, major questions still
stay open.

According to the analysis of the symbiosis, should we reverse the logical precedence
of the experiential and normative aspects of the subjectivity and personality over the
biological-machinic elements? Should we rely on a process of technical feasibility and
usability in order to make sense of consciousness, personality, autonomy, and respon-
sibility? Will self-objectification be the key feature that can make sense of the cultural
dimension of human existence? Nonetheless, a consensus about the basic rudiments of the
relationship between human and machine appears to be emerging. Hybridity is seen as
a constitutive dynamics of techno-social civilization, which is linked with the dialectic of
inclusion and exclusion of natural and artificial elements. Critics insist that we think of
the notion of human in a different sense compared to its technological extensions, whereas
their defenders describe new forms of human–machine interaction as indispensable fore-
runners to more inclusive and advanced forms of self-understanding. What is certain is
that all these questions are released from metaphysical burdens. The seamless relationship
between human and machine, by modifying personality and responsibility attribution,
may contribute to a larger inquiry as an additional epistemic device. This feature of the
self-objectification dynamics can be clarified by contrasting it with Kapp’s view, as the
classic example of alienation theories of technology.

4. Alienation

There is a dialectic involved here, insofar as even if human enhancement technologies
have their positive impact in a liberal way of thinking over human nature, these same
technologies carry within themselves other possibilities, which are often of quite contrary
quality. Therefore, it is misleading to take the positive possibilities, which we have recorded
through the legal clarification, for granted. Technology is a constitutive element of the
practices and institutions of the human condition. Technology constitutes an area of ethical
investigation, and at the same time presents challenges to moral theory because it trans-
forms reality and demands that moral theory adapt to a changed situation such as the one
that accompanies the gradual process of human merging with the machine. I will critically
discuss the conceptualization of technology in terms of mere instrument. My intention is to
contend the partiality of this way of understanding the technology. In my view, this initial
conceptualization needs to be complemented by a second perspective, which is focused on
technology as a process of mediation that tends to transform what is at stake.

When one is about to decide on the transformation whose source is technology,
controversies may arise about the ways in which the relationships between technology and
society can be conceptualized and interpreted. The interpretation of the social and ethical
implications also depends on the characterization that we will give of the technology. The
conceptualization of the relationship between technology and human is responsible for
various questions about nature, the human nature, human action, autonomy, freedom and
much more. It is not the intention of this contribution to explore all these dimensions. I will
focus only on the conceptions of technology even if some of the results of my argument
will have some impact on the other dimensions as well.

Reflecting on the way technology has been conceptualized can help to clarify its
transformative effects. The process of our merging with machines is certainly one of
the most remarkable. A first form of conceptualization has been developed within the
philosophical anthropology. According to this philosophical movement, technology was
conceived as compensation for the biological deficits of the human being. Cassirer observed
that at the basis of technical action there is a teleological relationship that presupposes
a rational actor or a multitude of actors acting cooperatively [33]. This first part of the
characterization is the most conservative and does not question the current ontology. To
a certain extent, it matches the “introduction stage” described by Moor [1]. However, it
is partial and fails to formulate an adequate representation of the phenomenon that it
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wants to capture. There is, therefore, a second element, and that is culture. If we analyze
technology from this point of view, then we will have to admit that it is part of creativity
and freedom of spirit and therefore able to change the structure with which we are familiar.
It is capable of having transformative effects such as transformation of the ontology. To a
certain extent, Cassirer’s cultural dimension matches the “permeation stage” described
by Moor [1]. Drawing on this double characterization, further considerations have been
derived. The first is that technology can be conceived as a tool that set us free from natural
constraints and thus exonerates us, for example, from dull, dirty, and dangerous tasks.

However, technology can also be conceived as a risk of alienation of humans from
themselves. In this interpretation, we place the profiles of dehumanization that have so
much weight in current debates. In the philosophy of technology, there is the idea of
conforming to the objective forms of human activity and therefore to attribute to them
a function of mediation of self-understanding. By considering technology, it would be
possible to know what becomes of us. Technology highlights the fact that the actions
mediated by it always include a concrete intervention in the material environment and
therefore always represents a form of a relationship with nature. Technology then is both
a relationship with nature and, since the human being himself belongs to nature, it also
includes a certain relationship with oneself and therefore also with the immaterial, symbolic
and normative dimension. Human beings then not only find themselves in their artifacts,
but above all they recognize themselves in them. This thesis allows Kapp to explain the
human body in terms of an organism by using the objectification of the tools we create.

Kapp tries to explain the human body, its being organism through its self-made tools.
As they are regarded as human unconscious alienation, human organs now appear to be
extensions of artifacts, and these themselves can thus become models for their exploration
and interpretation. Since artifacts and their functional context are meant to be subject to
natural laws, it is clear that they provide a model for research on the human organism,
provided that it too is subject to natural laws, and is therefore doomed to lose track of both
the phenomenal character of consciousness and normative processes.

Kapp has focused on the interplay of reflections that exists between technology and
the human. If the human is essentially technical, then technology is the ground of the
human culture. In this way, then technology will not be limited to putting mechanical
pieces side by side with human ones. In fact, the process of becoming technical will bring to
the maximum development the use of biotechnological options by eroding the dominion of
the natural that for a long time had remained beyond the possibilities of human influence.
It will not be possible to hide that such a process of conquest of territories previously
untouched by moral judgments has a potential impact on the theoretical and symbolic
dimension. This is the typical shift that the philosophy of technology allows to implement
with epistemic benefits. Thinking about human organs starting from artifacts, conceived as
unconscious alienation of the human, organs now appear from this overturned perspective
as extensions of artifacts. The objectification allowed by this epistemic deviation allows
them to be considered models for their exploration and interpretation. There is, however,
a caveat. Once the model for their understanding is that of artifacts, they will lose their
inner face. Undoubtedly, artifacts and their functional context are constitutively subject
to laws, it is clear that they can serve as a model for research on the human organism,
provided, however, that it is also understood only in those configurations that are governed
by natural laws. However, this epistemological move has an undoubted value. Following
Ernst Kapp’s, one might be convinced to appeal to his notion of alienation within his theory
of technology as a self-knowledge device.

The central idea here is that, through technology, we may come across human features.
Technology serves us as tool for knowing our constitution. It represents a reliable way
to conceptualize us. My thesis is that while we can use such hybrid forms to explore the
boundaries of our self-objectification, the direction of the human–machine interaction in
the difficult ethical situations must however remain that of adapting the machine to the
human. This mirroring dynamics exposes the transformations of the human vulnerability.
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The alienation nexus includes vulnerability and direction. The normative indication is that
the adaptation should be determined according to human and not to machinic standards.
Overall, the risk of self-objectification, which becomes alienation, is very well identified
by Kapp’s theory. The recent attitude puts forward by engineers, computer scientist, and
philosophers that contends that “buildings robot is philosophy making” [34,35] is somehow
echoing Kapp’s philosophy of technology. This means that the process of building robots
forces us to reflect on what human capabilities are, and is therefore comparable to a process
of self-knowledge. As the ancient Greeks relied on the Oracle of Delphi, so we can count on
the construction of robots to obtain knowledge of ourselves. I will discuss this claim and
in doing so I will borrow Ernst Kapp’s terminology. In Kapp’s account, the human being
is to be found in her artifacts; in her technical culture, she recognizes herself there [14]. A
traditional view says that there is no increment of self-understanding without mirroring of
a mind-external world. So far there is no disagreement between Kapp [14] and Pfeiffer and
Bongard [34] and Wallach and Allen [35]. With the exception that the Kapp’s argument has
two aspects, while the recent account restricts itself to the self-knowledge claim without
further caveat.

On the one hand, Kapp argues for the epistemic potential of technology. On the other
hand, he warns against the risks of sorting humans and things as items of similar shape
and features. On Kapp’s account these are the ethical boundaries of the self-objectivation.

This analysis may accommodate a number of worries connected to the image of the
human being as a well-functioning machine. Therefore, we can address this tendency as
the process of mechanization of the human being. For such reasons, the interventions in the
brain are research topics and cannot serve as a normative tool. It would be wrong to use
the insights from the process of self-objectivation to formulate ethical recommendations.
Ethical recommendation concerning what does happen when humans share the same
environment with highly automated systems can set the stage for a more integrated
perspective on the human mind. As they identify the direction of the adjustment, they can
also suggest that the project to understand the mind will root in self-reports and capacity
to engage in normative practices and discourses. Experience and morality are to be moved
out of the lab and to the street, office, kitchen, bar or wherever people happen to be when
they feel, think, and act.

From a normative perspective, we can state that highly automated systems must be
designed in a way that they must adapt more closely to the communication behavior of
humans and not, conversely, demand increased adaptation performance from humans,
who may not be willing to accomplish. If this adaptation goes the opposite path, we
consider this—from an ethical perspective—as an undesirable development that may result
in dehumanization processes. If the aim is to serve society, then innovation has to comply
with human aims and desires. Otherwise, innovation without ethical dimension may result
as a blind kind of innovation [36].

While the legal example shows how puzzling the hybrid constellation can be, the
ethical analysis of human enhancement technologies is a source of hard moral questions.
Intervening in the brain involves engineering issues and ethical problems, which can result
in the conceptual and philosophical re-examination of our familiar insights.

5. Conclusions

The main objective of this paper was to discuss the ways in which human enhancement
technologies such as Brain/Neural Computer Interfaces and robotics have a bearing on
theoretical and methodological issues in philosophy. This is important, because the way
we theorize and conceive of the mind’s features during the process of building new
technologies has an impact on normative discourse and practice. A deep understanding
of how our mind perceives, thinks, and acts is not to be achieved just by means of one
approach, which objectifies the mind. What we do need is an integrating perspective among
the competing approaches. The feeling of being the owner of the action is just one successful
area of investigation, which can benefit from different approaches and grow into a reliable
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account of our sense of agency, which can be enhanced in the presence of technical artifacts
interacting with the body and the environment. In this sense, it is important to protect
this symbiosis and prevent, control and monitor misuse, dual-use, and other non-intended
applications, so that the benefits are not outweighed by the damages. The exploitation
of the technological artifacts, their moral status, and their ethical governance are able to
provide new understanding on aspects of the mind, such as the notions of self, agency,
and responsibility.
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Abstract: Brain–Computer Interface (BCI) technology is a promising research area in many domains.
Brain activity can be interpreted through both invasive and non-invasive monitoring devices, allowing
for novel, therapeutic solutions for individuals with disabilities and for other non-medical applications.
However, a number of ethical issues have been identified from the use of BCI technology. In this
paper, we review the academic discussion of the ethical implications of BCI technology in the last
five years. We conclude that some emerging applications of BCI technology—including commercial
ventures that seek to meld human intelligence with AI—present new and unique ethical concerns.
Further, we seek to understand how academic literature on the topic of BCIs addresses these novel
concerns. Similar to prior work, we use a limited sample to identify trends and areas of concern or
debate among researchers and ethicists. From our analysis, we identify two key areas of BCI ethics
that warrant further research: the physical and psychological effects of BCI technology. Additionally,
questions of BCI policy have not yet become a frequent point of discussion in the relevant literature
on BCI ethics, and we argue this should be addressed in future work. We provide guiding questions
that will help ethicists and policy makers grapple with the most important issues associated with
BCI technology.

Keywords: brain–computer interface (BCI); brain–machine interface (BMI); ethical; legal and social
Issues (ELSI); neuroethics; narrative review

1. Introduction

Brain–Computer Interface (BCI) technology has been a promising area of research in recent decades,
with advancements in the technology leading to a broadening of applications [1]. Researchers and
clinicians are increasingly able to accurately interpret brain activity through both invasive (implanted)
and non-invasive (outside the body) monitoring devices, allowing them to create better therapeutic
solutions for patients suffering from disorders or diseases that inhibit their ability to interact with the
world around them, e.g., patients suffering from the paralyzing locked-in syndrome who, with the use
of a BCI device, are able to regain the ability to communicate. BCI technology is also being used for
non-medical applications, such as gaming and human–technology interfaces. With this technology
comes a number of ethical concerns that require consideration by all stakeholders involved (researchers,
clinicians, patients and their families, etc.). Previous research into the ethics of BCI conducted by
Burwell et al. [2] analyzed past publications that addressed ethical concerns associated with BCI
technology. Burwell et al. identified common themes in the literature, including issues of responsibility
for the consequences of BCI use; potential loss of autonomy, identity, and personhood as a result of
BCI use; and security issues regarding the collection, analysis, and possible transmission of neural
signals [2].

However, since Burwell et al. [2] conducted their original scoping review, there has been a rapid
increase in the number of publications regarding BCI ethics. When conducting a literature search in
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2020 using the same parameters that Burwell et al. used for their original search in 2016, we found
that many additional and relevant articles [n = 34] had been published in the time since Burwell et al.
conducted their study than had been published at any time before 2016, the last year included in the
study [n = 42]. Additionally, there have been a number of advances in BCI technology in recent years,
including commercial ventures that seek to utilize BCI in novel ways. One such example is the company
Neuralink, founded by entrepreneur Elon Musk, which aims to achieve “a merger with artificial
intelligence” [3]. There has been ample skepticism about Neuralink’s goals and claims, with some
referring to the company’s public announcements and demonstrations as “neuroscience theater” [4].
Regardless of whether Neuralink’s stated goals are feasible in the near-term future, the existence of
commercial ventures like Neuralink in the BCI field certainly signals new areas of active development
and may shed some light on where the technology could be heading.

One specific form of BCI development, Brain-to-Brain Interface (BBI), may lead to particularly
novel social and ethical concerns. BBI technology combines BCI with Computer-to-Brain Interfaces
(CBI) and, in newer work, multi-brain-to-brain interfaces—such as Jing et al.’s study [5]—real-time
transfer of information between two subjects to each other has been demonstrated. Considering the
rapid increase in publications about BCI ethics since 2016 and recent advances in the technology,
a review of the state of the art of the ethical discussion of BCI is warranted. With these developments
in mind, we review the academic discussion of the ethical implications of BCI in the last five years.
Through this type of systematized qualitative analysis [6], we hope to provide a nuanced perspective on
the complicated ethical implications of this technology and directions for its responsible development
and use that will ensure it advances in an ethically sound manner.

In the following Background section, we will provide a detailed summary of Burwell and
colleagues’ findings before discussing our own research in the sections Materials and Methods, Results,
Discussion, and Conclusion.

2. Background

In 2017, Burwell et al. published the first scoping review analyzing themes surrounding
ethical issues in BCI. PubMed was used to find these articles using advanced searches combining
various relevant terms (including Medical Subject Heading/MeSH terms) denoting “brain-computer
interfaces” with keywords pertaining to ethics in general. From these articles, they identified narrower
ethical concerns, such as “personhood,” “stigma,” and “autonomy.” From an initial yield of around
100 documents, Burwell and colleagues selected 42 articles that met their inclusion criteria for this
review. They included only papers that were written in English, presented discussions or empirical
findings of the ethics of BCI, referred to human subjects, and considered BCI as technology that records
data directly from the brain to a computer output. To provide direction for their study, Burwell et al. also
consulted with four experts in the related research areas of clinical medicine, biomedical engineering,
bioethics, and end-user perspectives.

After coding the selected articles, they found that most articles discussed more than one ethical
issue, with the minority of the articles in question being empirical papers. The most frequently
mentioned ethical issues included User Safety [57.1%, n = 24], Justice [47.6%, n = 20], Privacy
and Security [45.2%, n = 19], and Balance of Risks and Benefits [45.2%, n = 19]. The authors
focused primarily on the ethical issues of (i) User Safety, (ii) Humanity/Personhood, (iii) Stigma
and Normality, (iv) Autonomy, (v) Responsibility, (vi) Research Ethics and Informed Consent,
(vii) Privacy and Security, and (viii) Justice. Burwell and colleagues also briefly mentioned the
less-cited concerns of military applications, enhancement and transhumanism, general societal impacts,
and BCI technology regulation.

The issue of User Safety focused on potential direct physical harms to the user if the technology
was to fail, an example being crossing the street with prosthetics when the BCI gives out. Ethicists that
conducted research on this topic also discussed the unknown side effects of BCI, including the mental
and physical toll of learning to use the technology.
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The themes of Humanity and Personhood concerned whether the BCI would become part of the
user’s “body schema,” and there was little uniformity in opinion on this issue among researchers.
Some emphasized the fact that humans are already intricately linked to technology and that a BCI
is no different, while one researcher went so far as to say we could evolve from “homo sapiens” to
“homo sapiens technologicus” with technologies such as these [7]. BCI users interviewed in several
qualitative empirical studies were discomforted by this possibility and distanced themselves from the
idea of cyborgization.

The themes of Stigma and Normality addressed the BCI user’s ability to influence or be influenced
by the social stigma of disability. It is a possibility that individuals who feel stigmatized by a disability
will consent to a BCI to counteract that. On the other hand, however, having a BCI could become
stigmatized instead of the disability itself.

The issue of Responsibility was also salient in ethical discussions. If a negative action were to
be carried out by someone using a BCI, would it be the user’s fault or the fault of the technology?
Many researchers claim that our legal system is not yet equipped to deal with this situation.

The issue of Autonomy refers to one’s ability to act independently and of their own volition. If an
action is only possible because of BCI technology, is that damaging to one’s autonomy? On the other
hand, autonomy may be increased on the basis that individuals living with BCI technologies may be
able to do things on their own that once required constant supervision and assistance by a caregiver.

The nature of a BCI sending brain signals directly to a computer raises the possibility of hacking.
This issue is connected to concerns regarding Privacy and Security. BCIs could also be used to extract
information from a person such as their current mental state or truthfulness, or even be utilized to
cause harm to the user or someone else.

Another major ethical issue identified was that of Research Ethics and Informed Consent. Many
potential BCI users are people living in a locked-in state (almost complete paralysis), or with other
conditions that limit their ability to give consent. Even if that is not the case, a severe disability may
press an individual to consent to using BCI technology out of desperation without fully considering
the risks.

The final main ethical concern discussed by Burwell et al. was Justice. Many researchers worry
that the perspectives of those using BCIs are not fully considered in the research. There are also many
questions pertaining to the fairness of providing only limited access to BCI technology. For instance,
when experimental BCI studies are completed, do the participants get to keep the BCI? Should BCIs
become widely available, there is also the concern that enhancement could potentially exacerbate
existing inequalities between individuals and social strata, e.g., a scenario in which a BCI technology
that provides cognitive or physical enhancement [8] is only available to the wealthy.

While it’s not surprising to see many potential ethical issues and questions arising from use
of a novel technology, what is surprising is the lack of suggestions to resolve them. One hope that
Burwell and colleagues had for their scoping review was to facilitate informed recommendations for
future research and development of neurotechnology. Our research, building upon the groundwork of
Burwell and colleagues, sheds light on how the discourse on BCI ethics has evolved in the years since.

3. Materials and Methods

Building on prior work by Burwell et al., in April of 2020 we conducted a search using PubMed
and PhilPapers in order to track academic discussion of this technology since 2016. The search terms
were selected to mirror the search done by Burwell’s original work on the subject. The following search
queries were used.

PubMed: ((“brain computer interface” OR “BCI” OR “brain machine interface” OR
“Brain-computer Interfaces”[Mesh]) AND ((“personhood” OR “Personhood”[Mesh]) OR “cyborg”
OR “identity” OR (“autonomy” OR “Personal autonomy”[Mesh]) OR (“liability” OR “Liability,
Legal”[Mesh]) OR “responsibility” OR (“stigma” OR “Social stigma”[Mesh]) OR (“consent”
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OR “Informed Consent”[Mesh]) OR (“privacy” OR “Privacy”[Mesh]) OR (“justice” OR “Social
Justice”[Mesh]))).

PhilPapers: ((brain-computer-interface|bci|brain-machine-interface)&(personhood|cyborg|
identity|autonomy|legal|liability|responsibility|stigma|consent|privacy|justice)).

We sought to understand how the academic literature on the topic since 2016 addresses unique,
new ethical concerns presented by emerging applications of BCI. While Burwell et al. identified 42
relevant articles published before 2016, our slightly modified search in 2020 using a similar methodology
and exclusion/inclusion criteria yielded almost as many relevant articles discussing the ethics of BCI
[n = 34] published since 2016. We used a limited, randomly selected sample [20.6%, n = 7] from the
pool of 34 articles to identify trends and areas of concern or debate among researchers and ethicists,
especially regarding topics like autonomy, privacy and security, and informed consent/research ethics.
Additionally, while Burwell and colleagues only considered articles about BCI ethics specifying human
subjects, we expanded our search and inclusion/exclusion criteria to include applications involving
animals and other subjects, such as brain organoids [9].

Based on the abductive inference approach to qualitative research [10], we used the thematic
framework developed by Burwell and colleagues to identify and map the overarching themes of
ethical issues posed by BCIs (see Figure 1). The map identifies eight specific ethical concerns that
define the conceptual space of the ethics of BCI as a field of research. Only one of the ethical concerns
refers to physical factors specifically: User Safety. Two are explicitly about psychological factors:
Humanity/Personhood and Autonomy; while the remaining five focus on social factors: Stigma and
Normality, Responsibility and Regulation, Research Ethics and Informed Consent, Privacy and Security,
and Justice.

Figure 1. Overarching Themes in Brain–Computer Interface (BCI) Ethics.

4. Results

In the updated sample, we were able to locate mentions of all eight categories, with some
ethical issues, such as Autonomy, being mentioned much more frequently [71.4%, n = 5] than others.
While most articles discussed benefits in terms of the increases in autonomy and independence
gained from using a BCI [11–14], the potential for autonomy to be compromised was also discussed.
For example, Hildt [15] mentions the possibility of taking the information gained from BCI—or
in this case, Brain-to-Brain Interface (BBI)—from the individual and using it without their consent
or knowledge:

“Participants in BBI networks depend heavily on other network members and the input they
provide. The role of recipients is to rely on the inputs received, to find out who are the most
reliable senders, and to make decisions based on the inputs and past experiences. In this,
a lot of uncertainty and guessing will be involved, especially as it will often be unclear where
the input or information originally came from. For recipients in brain networks, individual
or autonomous decision-making seems very difficult if not almost impossible” [15] (p. 3).
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Another frequently [57.1%, n = 4] discussed ethical issue was Humanity and Personhood,
since BCIs could impact one’s sense of self. In one specific study of BCI technology used in patients
with epilepsy, there was a variety of resulting perspectives on sense of self, with some individuals
saying that it made them feel more confident and independent, while others felt like they were not
themselves anymore, with one patient expressing that the BCI was an “ . . . extension of herself and
fused with part of her body . . . ” [11] (p. 90). Other articles more generally discussed the possibility of
sense of self changing and the ways BCI technology could contribute to this. Sample and colleagues
categorize three ways in which one’s sense of self and identity could change: altering the users’
interpersonal and communicative life, altering their connection to legal capacity, and by way of
language associated with societal expectations of disability [14] (p. 2). Müller and Rotter argue that
BCI technology constitutes a fusion of human and machine, stating that “the direct implantation of
silicon into the brain constitutes an entirely new form of mechanization of the self . . . [T]he new union
of man and machine is bound to confront us with entirely new challenges as well” [13] (p. 4).

Research Ethics and Informed Consent was also a frequently [57.1%, n = 4] mentioned issue.
The main consensus among the ethicists that discussed this was that it is very important to obtain
informed consent and make sure that the subjects are aware of all possible implications of BCI
technology before consenting to use it. Additionally, some ethicists warned against the possibility of
exploiting potentially vulnerable BCI research subjects. As Klein and Higger note: “[t]he inability to
communicate a desire to participate or decline participation in a research trial—when the capacity
to form and maintain that desire is otherwise intact—undermines the practice of informed consent.
Individuals cannot give an informed consent for research if their autonomous choices cannot be
understood by others” [12] (p. 661).

User Safety was discussed as often as research ethics in the sample [57.1%, n = 4], with both
psychological and physical harm being mentioned and explained as serious possibilities that need to
be considered [13–15]. One article discussed the impacts of harm on the results of a BCI study, stressing
the importance of stopping a clinical trial if the risks to the individual participants begin to outweigh
the potential benefits to science [12].

Issues of User Safety led to discussions of Responsibility and Regulation when using BCI
technology. While the term “regulation” was mentioned in several articles [57.1%, n = 4], only one went
into significant detail about regulation in regard to BCIs specifically, discussing the issue of a “right
to brain privacy,” which can be understood in similar terms to existing privacy legislation, such as
General Data Protection Regulation (GDPR) in the European Union or the Health Insurance Portability
and Privacy Act (HIPAA) in the United States, to regulate the information gathered in BCI use [15]
(p. 2). This was also the only time regulation was used in a legal sense for the technology, as opposed
to regulating who it should be used for [11]. Responsibility was also mentioned multiple times [71.4%,
n = 5], but again, only one article went into detail about who would be responsible for potentially
dangerous or illegal BCI technology uses [16]. One discussed the “responsibility” of the research being
divided among members of the research team [12], which was not Burwell et al.’s original meaning of
the category Responsibility.

Privacy and Security concerns were mentioned somewhat less frequently [42.8%, n = 3] but still
discussed in depth. Three articles [13,15,17] talked about the risks of extracting private information
from people’s brains and using it without their knowledge or consent, which is a significant concern
for BCI technologies. Müller & Rotter connected this issue to User Safety, arguing that the increased
fidelity of BCI data yields inherently more sensitive data, and that the “impact of an unintended
manipulation of such brain data, or of the control policy applied to them, could be potentially harmful
to the patient or his/her environment” [13] (p. 4).

Justice was also mentioned infrequently [28.6%, n = 2], with the main idea being inequality and
injustice within the research. These discussions often related back to the aforementioned questions
of when the trials would end and if the participants would get to subsequently keep the BCI
technologies [12].
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The final two social factors mentioned were Stigma and Normality [28.6%, n = 2] and Societal
Implications [28.6%, n= 2]. Stigma was mainly discussed from the perspective of the device itself having
a negative stigma around it, and the device itself being what is stigmatizing about the individual [12].
However, it was also mentioned that perhaps universalizing the technology instead of only targeting
it toward a group that is considered “disabled” could reduce or eliminate stigma [14]. Societal
Implications were discussed from several standpoints. One take was the possibility of BCI being used
as a sort of social network instead of just for therapy for disabled individuals [15]. Another position
was that—since society tends to universalize technology so that it is used by nearly everyone and hard
to function without, e.g., cellphones—the use of BCI technology may become a “ . . . precondition to
the realization of personhood” [14]. This article also discussed the potential for BCI technology to
reshape how society perceives disability.

Similar to Burwell et al.’s findings, Military Use and Enhancement were both mentioned rarely
[14.3%, n = 1], and neither category was discussed any further than using it as an example for potential
BCI use [15]. For the more prominent categories, the distribution can be seen in Table 1.

Table 1. The distribution of overarching themes of BCI ethics.

Burwell et al.’s Distribution out
of 42 Selected Papers (2016)

Our Distribution out of a Sample of
7 Selected Papers (2020)

User Safety 57.1% 57.1%
Humanity and Personhood 35.7% 57.1%
Autonomy 28.6% 71.4%
Stigma and Normality 26.2% 28.6%
Privacy and security 45.2% 42.8%
Research Ethics and
Informed Consent 33.3% 57.1%

Responsibility and Regulation 31.0% 71.4%
Justice 47.6% 28.6%

5. Discussion

While there have been notable advancements in BCI and BBI technology and the body of literature
of the ethical aspects of BCI technology has grown substantially since the original publication of Burwell
and colleagues’ research, our findings suggest that the original taxonomy developed by Burwell and
colleagues remains a useful framework for understanding the body of literature specifically on the
social factors of the ethics of BCI. We can use this taxonomy, with some slight modifications, which we
outline below, to understand how the body of literature on the ethics of BCI is grappling with ethical
issues arising from the applications of this rapidly advancing technology. Articles published since
2016 still mostly conform to the taxonomy and can be categorized using it in future iterations of the
scoping review methodology.

There are, however, some areas within the growing body of literature on BCI ethics that have
arisen since the original research was published that need to be incorporated into the taxonomy.
We recommend the following modifications to the conceptual mapping outlined in Figure 1. First,
expanding the discussion of the physical (e.g., harms to test animals) and psychological (e.g., radical
psychological distress) effects of BCI technology. The publicly available information on commercial BCI
endeavors (such as Neuralink) frequently mentions experiments with increasingly complex and even
sentient animals, such as Neuralink’s demonstration of their technology on live pigs [4]. The lack of
ethical scrutiny of these studies is an essential cause for concern [18]. Thus, ethical discussions should
be expanded to include public awareness of private industry research into BCI using animals. Secondly,
while the risks of physical harm from BCI are fairly well-understood and covered in the literature,
further research is needed to understand emerging psychological factors in BCI ethics, examining
how human–AI intelligence symbiosis, brain-to-brain networking, and other novel applications of the
technology [2] may affect psychological wellbeing in humans. For instance, in the interview study by
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Gilbert and colleagues, one patient mentioned that “she was unable to manage the information load
returned by the device,” which led to radical psychological distress [11] (p. 91).

Going forward, it is imperative to expand on the connection between ethics and policy in
discussions of BCI technology and conduct more empirical studies that will help separate non-urgent
policy concerns, which are based on not-yet attained effects of BCI, from the more urgent concerns
based on the current state of science in regards to BCI technology. In this, we echo Voarino and
colleagues [19] in stating that we must advance the discussion from merely mapping ethical issues, into
an informed debate that explains which ethical concerns are high priority, which issues are moderately
important, and what constitutes a low priority discussion of possible future developments.

That said, it is important to make sure that the ethics literature keeps pace with engineering
advances and that policy does not lag behind. In that vein, following Dubljević [20], we propose that
the key ethical question for future work on BCI ethics is:

What would be the most legitimate public policies for regulating the development and use of
various BCI neurotechnologies by healthy adults in a reasonably just, though not perfect,
democratic society?

Additionally, we need to distinguish between ethical questions regarding BCI technology that
ethicists and social scientists can answer for policy makers and those that cannot be resolved even
with extensive research funding [21]. Therefore, following Dubljević and colleagues [22], we posit
that these four additional questions need to be answered to ensure that discussions of BCI technology
are realistic:

1. What are the criteria for assessing the relevance of BCI cases to be discussed?
2. What are the relevant policy options for targeted regulation (e.g., of research, manufacture, use)?
3. What are the relevant external considerations for policy options (e.g., international treaties)?
4. What are the foreseeable future challenges that public policy might have to contend with?

By providing answers to such questions (and alternate or additional guiding questions proposed
by others), ethicists can systematically analyze and rank issues in BCI technology based on an as-yet
to be determined measure of importance to society. While we have not completed such analyses yet,
we do provide a blueprint above, based on conceptual mapping and newly emerging evidence, of how
this can be done.

6. Conclusions

This article builds on, and updates, previous research conducted by Burwell and colleagues to
review relevant literature published since 2016 on the ethics of BCI. Although that article is now
somewhat outdated in terms of specific references to and details from the relevant literature, the thematic
framework and the map we created—with the eight specific categories that it provides—and the
nuanced discussion of overarching social factors have withstood the test of time and remain a valuable
tool to scope BCI ethics as an area of research. A growing body of literature focuses on each of the
eight categories, contributing to further clarification of existing problems. BCI ethics is still in its early
stages, and more work needs to be done to provide solutions for how these social and ethical issues
should be addressed.

Despite seeing the significance of these eight categories continue into more recent research, it is
worth noting that we found that the distribution of the eight categories was different in recent years,
compared with the distribution previously identified by Burwell and colleagues in the literature
published before 2016. For instance, among our sample of articles, we found that Autonomy was
mentioned most frequently [71.4%, n = 5] along with Responsibility and Regulation [71.4%, n = 5],
with Research Ethics, User Safety and Humanity and Personhood each discussed in 4 out of 7 [57.1%]
of the articles in the sample. However, despite Responsibility and Regulation being mentioned in five
out of the seven papers, it was only discussed at length in one. None of these categories were among
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Burwell and colleagues’ top four most frequently mentioned (see Table 1). It seems that while the eight
issues mapped are still ethically significant with regards to BCI research, the emphasis among them
may be shifting toward concerns of psychological impact.

On that note, psychological effects (e.g., radical psychological distress) need to be carefully
scrutinized in future research on BCI ethics. Additionally, one aspect that was not explicitly captured
in the original thematic framework or the map we reconstructed from it is physical harm to animals
used in BCI experimentation [18]. Finally, more detailed proposals for BCI policy have not yet become
a frequent point of discussion in the relevant literature on BCI ethics, and this should be addressed in
future work. We have provided guiding questions that will help ethicists and policy makers grapple
with the most important issues first.
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Abstract: Recent research with human embryos, in different parts of the world, has sparked a new
debate on the ethics of genetic human enhancement. This debate, however, has mainly focused on
gene-editing technologies, especially CRISPR (Clustered Regularly Interspaced Short Palindromic
Repeats). Less attention has been given to the prospect of pursuing genetic human enhancement
by means of IVF (In Vitro Fertilisation) in conjunction with in vitro gametogenesis, genome-wide
association studies, and embryo selection. This article examines the different ethical implications
of the quest for cognitive enhancement by means of gene-editing on the one hand, and embryo
selection on the other. The article focuses on the ethics of cognitive enhancement by means of
embryo selection, as this technology is more likely to become commercially available before cognitive
enhancement by means of gene-editing. This article argues that the philosophical debate on the
ethics of enhancement should take into consideration public attitudes to research on human genomics
and human enhancement technologies. The article discusses, then, some of the recent findings of
the SIENNA Project, which in 2019 conducted a survey on public attitudes to human genomics and
human enhancement technologies in 11 countries (France, Germany, Greece, the Netherlands, Poland,
Spain, Sweden, Brazil, South Africa, South Korea, and United States).

Keywords: gene editing; embryo selection; CRISPR; cognitive enhancement; assisted reproductive
technologies (ART); public opinion; in vitro gametogenesis (IVG); genome-wide association
studies (GWAS)

1. Introduction

The conceptualization of the human body as a complex machine is not new among philosophers
and scientists. Descartes, Hobbes, and La Mettrie, for example, are commonly associated with the
“mechanical philosophy” of the 17th and 18th centuries [1–3]. But it was not until the first half of the
20th century that the mechanical conception of the human body took a different turn: If the human
body is a complex machine, maybe the machine could be re-built and improved. This idea emerged in
the aftermath of the World War I, not as a matter of philosophical inquiry, but as a matter of necessity
and as a problem for policymakers.

As thousands of soldiers returned from the front with missing limbs, engineers and physicians
had to work together in order to devise prosthetics limbs that might enable veterans to get back to work.
A booklet published by the Red Cross in 1918, for instance, was entitled Reconstructing the Crippled
Soldier [4]. The booklet contains several pictures of men using prosthetic limbs that functioned as tools
such as pliers and hammers. The governments, especially in Germany, were eager to convince the new
working force that the “scientific prostheses” [5]—as they were known—would make the disabled
men even better and more productive than before [6–8]. Not everyone was convinced, though. In a
short essay called “The Prosthetic Economy,” published in 1920, the Austrian artist Raoul Hausmann
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sarcastically suggested that since the “prosthetic limb never gets tired,” a “25-hour workday” should
be adopted. He also went on to say: “The prosthetic man is therefore a better man, raised to a superior
class thanks to the world war” [9]. The philosophical discussion on the ethics of human enhancement,
as a topic for academic research, is rather recent, but the ethical concerns over the attempt to re-engineer
the human body for the purpose of enhancement is not. It harks back to a broad societal debate that
took place during the interwar years [6–8,10].

Now, 100 years later, policymakers, again, have to deal with technologies that have the potential to
improve the human body. The conceptualization of the human body as a machine remains in place, but
this time the machine is seen in a different light. As the human brain (wrongly or not) is increasingly
compared to a supercomputer, and the whole human genome has been sequenced and represented
as a six-billion string of letters (A, T, C, and G), the mechanical conception defended in the past has
given rise to a new image of the human body, to a vision of human beings not so much as composed of
mechanical parts, but as a machine that can be understood at a molecular level, as a source-code that
can be read and re-written by means of gene-editing tools. In this article, I intend to focus on the more
recent development: I will focus on genetic engineering, rather than on prosthetic limbs, as a means to
enhance the human body.

The philosophical debate on the ethics of human enhancement involves a distinction between two
basic ideas, which have not always been carefully kept apart. One concerns the means of enhancement,
the other concerns the human capacity to be enhanced. These are, for short, the “enhancement by which
means question” and the “enhancement of what question.” One can defend a pro-enhancement attitude
as regards, for instance, the use of drugs such as modafinil to boost one’s cognitive functions, but
argue against the use of drugs for the purpose of enhancing one’s physical capacities in professional
sports. One can also have a pro-enhancement stance as regards the use of drugs to improve cognitive
and physical capacities, but argue that human moral capacities should not be modulated by means of
drugs. Or one can alternatively advance a broader pro-enhancement attitude as regards the use of
drugs for improving one’s cognitive, physical, and moral capacities, but still strongly oppose the use of
genetic engineering to promote the enhancement of any human capacities. It is possible to think of
some other combinations between the means of enhancement, such as prosthetic limbs, deep brain
stimulation, or surgeries, and human capacities such as creativity, the propensity to form long-lasting
affective bonds with other persons, or aesthetic appearance. Thus, compelling arguments for the use
of one specific method of enhancement, targeted at one or more specific human capacities, may not
be equally compelling as regards other means of enhancement, targeted at other human capacities.
The attempt to advance an all-encompassing approach to the ethics of human enhancement, on the
other hand, can obscure important issues or conflate problems that should be dealt with separately.
In this article, I intend to examine the use of genetic engineering as a means of pursuing cognitive
enhancement. “Genetic engineering” itself is too broad a concept, for it can refer to technologies that, as
I intend to show later, give rise to different ethical questions. I will focus here on two such technologies,
namely gene editing (henceforth GE) and embryo selection (henceforth ES).

In addition to the “enhancement by which means question” and the “enhancement of what question,” two
further questions must be addressed in the human enhancement debate. One is the “enhancement for
whom question.” This is especially important in the case of genetic engineering as a means of cognitive
enhancement, for the persons who are going to be affected by the enhancement procedure do not yet
exist. This means that they cannot give their consent to the use of techniques that will affect not only
their personal identities as bearers of certain human capacities, but will ultimately also determine
whether or not they are going to come into existence. This, as I intend to show later, raises ethical
questions that do not emerge when we deploy other methods of human enhancement such as, for
instance, drugs or prosthetic limbs.

Finally, a perennial question in the ethics of human enhancement debate concerns our very
understanding of what human enhancement is about: What is human enhancement and how does it
differ from treatment? In this article, I will not try to draw a clear-cut line between enhancement and
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treatment, which could be applied to all cases involving the quest for human enhancement. Neither
shall I attempt to advance a definition of human enhancement that covers every case that has been
described in the philosophical literature as instances of human enhancement [11].1 For reasons I am
going to spell out later, I suggest we should rather speak of “family resemblance,” as Wittgenstein used
the expression in the Philosophical Investigations, instead of proposing a very comprehensive definition
of human enhancement [12].

I will speak here of “genetic cognitive enhancement” (GCE) to refer to GE and ES as procedures
that, in the future, might enable prospective parents to increase the odds of having a child with
increased intelligence. To the extent that one has increased intelligence, one can on average perform
better in a wide range of cognitive domains such as, for instance, information processing speed,
working memory, executive function, episodic memory, sustained attention, selective attention,
etc. [13] (pp. 11–12), [14] (p. 279), [15] (pp. 53–54). One can of course have better cognitive performance
without having increased intelligence in the sense I will focus on in this article. One can, for example,
use some artificial intelligence device in order to improve information processing speed. One can
even suggest that the device itself is an extension of the human mind, whether or not it is internal to
the human body [16], (for Reference [17] see pp. 29–44). The device, however, cannot be genetically
inherited. Although different kinds of technologies can be deployed to improve cognitive performance,
I will focus here only on GCE.

The question, then, is whether pursuing GCE, whether through GE or ES, is a morally acceptable
goal. Different moral theories and philosophical traditions, and even theological ideas, have been
deployed in the philosophical debate on the ethics of human enhancement. On the other hand, far
less attention has been given to public attitudes related to the development of human enhancement
technologies. Some recent surveys on the public perception of human enhancement technologies and
human genomics either focus too narrowly on a single country (United States) or on a single region
(Europe), or they focus instead too narrowly on public perception of one specific technology (CRISPR,
Clustered Regularly Interspaced Short Palindromic Repeats), and not on the public perception of
human enhancement technologies at large [18–21]. In this article, I intend to focus on two recent surveys
conducted by the SIENNA Project, of which the author of this article is a partner.2 The SIENNA Project
has advanced probably the most comprehensive account of public attitudes towards human genomics
and human enhancement to date. The SIENNA Project has also delivered a corresponding account of
public perception of artificial intelligence and robotics, which I will not take into consideration in this
article. The surveys were conducted in 11 countries, spanning across different economic, cultural, and
geographical landscapes (France, Germany, Greece, the Netherlands, Poland, Spain, Sweden, Brazil,
South Africa, South Korea, and United States). The researchers employed the CATI method (computer
assisted telephone interviewing) to interview one thousand respondents in each country [22,23].

2. Therapeutic and Non-Therapeutic Uses of Assisted Reproductive Technologies (ART)

Assisted reproductive technologies (henceforth ART) have been developing at a rapid pace over
the last decades. These technologies include, for instance:

• Contraceptive pills
• IVF (in vitro fertilization)
• PGD (preimplantation genetic diagnosis)
• Egg-freezing (oocyte cryopreservation)

1 For a recent review of the literature on human enhancement, see, e.g., Jensen and Nagel, 2018 [11].
2 The SIENNA Project (stakeholder-informed ethics for new technologies with high socio-economic and human rights impact)

has received funding under the European Union’s H2020 research and innovation programme under grant agreement No
741716. Kantar Public was commissioned by the University of Twente on behalf of the SIENNA project to prepare the
surveys. Web: https://www.sienna-project.eu/.
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• CRISPR (clustered regularly interspaced short palindromic repeats)
• In vitro gametogenesis (IVG)
• Time-lapse analysis of embryos
• Genome-wide association studies (GWAS)
• Artificial intelligence (AI)

Some of these technologies (CRISPR, GWAS, and AI) do not qualify as ART in their own right,
but in combination with other technologies they constitute some of the most recent developments in
the field of ART. Contraceptive pills (or other science-based contraceptive methods) qualify as ART to
the extent that they provide a negative control over human reproduction. I call it “negative” because,
in this case, one’s primary intention is to avoid a pregnancy. One needs the technology, then, to avert
the occurrence of a process that would otherwise naturally occur—or might naturally occur. Some
technologies, on the other hand, provide a “positive” control over human reproduction. One needs the
technology, then, to stimulate the occurrence of a process that, for some reason or other, would not
otherwise naturally occur.

The positive control of human reproduction can be pursued for both therapeutic and
non-therapeutic goals. The best known technology for the positive control of human reproduction is
IVF. Human embryos generated by means of IVF do not have, though, equal chances of adhering to
the uterus, or equal chances of developing into a healthy child. For this reason, the number of embryos
generated in each IVF cycle is usually greater than the number of embryos eventually transferred
into the uterus. Further development in the field of ART enabled the creation of the PGD, which
is usually undertaken by collecting a few cells from a two- to five-day old embryo (blastocyt) for
genetic analysis [24] (p. 34). PGD enable clinicians to screen embryos for health issues such as, for
instance, Huntington disease, Marfan Syndrome, cystic fibrosis, and other known genetic disorders,
before they can be transferred into the uterus. A new technique called time-lapse analysis has been
recently employed to carry out a non-invasive assessment of patterns of development in embryos
images in order to help clinicians to decide which embryos have the best prospect for transfer into the
uterus [25–27]. And more recently still, time-lapse analysis has also been performed in combination
with the use of artificial intelligence in order to further improve the assessment of embryo viability [28].
This procedure enhances the clinicians’ ability to select an embryo that has more chances of adhering
to the womb and developing into a healthy child.

Although most ART have been originally developed for medical reasons, it is clear by now that
ART can be used for non-therapeutic purposes as well. Yet, in in some cases, a clear-cut distinction
between “therapeutic” and “non-therapeutic” uses cannot be easily drawn. This is one of the reasons
I will not propose a clear-cut criterion to distinguish enhancement from treatment in this paper.
Contraceptive pills, for example, are a pharmaceutical product, but we do not ordinarily think of
contraceptive pills as a sort of “medicine,” for they are not usually meant to treat any disease. The IVF
and PGD, on the other hand, can indeed be used to address human infertility, which the World Health
Organization (WHO) understands to be “a disease of the reproductive system defined by the failure to
achieve a clinical pregnancy after 12 months or more of regular unprotected sexual intercourse” [29]
(p. 1522). But when IVF and PGD are deployed to detect genetic disorders in human embryos, it is not
entirely clear whether these technologies are being used for therapeutic purpose or as a device for
selective contraception. If some genetic disorder is detected, clinicians and prospective parents have
to decide whether or not to transfer the embryo into the uterus [30]. Treating the embryo, though, is
not an option, at least not on legally and ethically acceptable grounds, as I am going to explain later.
Sometimes, on the other hand, a distinction between “therapeutic” and “non-therapeutic” is more
apparent: “Social egg-freezing” and GCE are two such cases. In the remainder of this section, I would
like to describe briefly the former, before examining the latter more carefully in the next sections.

A woman may decide to resort to egg-freezing (or oocyte cryopreservation) in order to have some
of her egg cells retrieved and frozen during the early years of her adult life. This enables her, for
instance, to focus on her professional career while she is young, or while she waits until she has met
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the partner with whom she wants to have a child. Later, after she has secured the material means to
give her child the best start in life, or met a partner she considers suitable to her, one or more egg cells,
which had been previously frozen and stored in a fertility clinic, may be fertilized. For this, the woman
does not even have to have a male partner. She can simply order a vial of semen from a private sperm
bank and have it delivered to a fertility clinic. By the time the egg cells are fertilized, the woman may
be less fertile than she was earlier, when the egg cells were retrieved from her ovaries. But this does not
mean that she has become ill later, as fertility naturally decreases with age. The procedure, thus, is not
used to treat an illness. It could be described, rather, as a technology for the enhancement of human
reproduction, even though fertility is not a human capacity usually taken into consideration in the
human enhancement debate. In the current literature on oocyte cryopreservation, it has become usual
to distinguish “social egg freezing” from “medical egg freezing.” The latter is deployed for medical
reasons, when a woman has to undergo, for instance, cancer treatment, which may compromise her
fertility after the treatment. Social egg freezing, on the other hand, is undertaken for non-therapeutic
reasons [31–35].

Now, further development of new technologies such as IVG and CRISPR has the potential to
give rise to other non-therapeutic applications of ART, including human enhancement. IVG has never
been used for the generation of human gametes intended to start a pregnancy. CRISPR, on the other
hand, has been reportedly used for the purpose of human reproduction only once, in 2018 in China,
under circumstances that the Chinese government considered illegal, and the international community
recognized as ethically unacceptable. The question, then, is whether further development of IVG
and CRISPR might give rise to circumstances in which their use as ART, whether for therapeutic or
non-therapeutic goals, might be considered ethically acceptable.

3. IVG and CRISPR as a Means of GCE

Embryonic cells, in their early stages of development, can turn into any other types of cells. These
cells are also known as stem cells. During the embryonic development, stem cells become specialized
cells, such as nerve cells, heart cells, neurons, bone cells, and several other types of cells that make
up the human body. Specialized cells are more commonly called somatic cells. Normally, somatic
cells can only reproduce and become another somatic cell of the same type, but new technologies now
allow researchers to turn somatic cells back into stem cells. Somatic cells that have been induced to
behave like stem cells are called “induced pluripotent stem cells” (iPSCs). Because iPSCs can turn into
virtually any other type of cell, they can also become reproductive cells or gametes. The generation
of reproductive cells from iPSCs is known as in vitro gametogenesis (IVG), or sometimes also as
“in vitro generated gametes,” “artificial gametes,” or “synthetic gametes” [36–43], (for Reference [44]
see p. 4). IVG was carried out for the first time in Japan, in 2016, on mice. Researchers managed
to generate several eggs cells from a small sample of mouse skin cells. The eggs cells were then
fertilized in vitro, and the resulting embryos were used to start a pregnancy. The mice produced by
the Japanese researchers were healthy and fertile [45]. Now, further research on IVG might perhaps
enable clinicians to use this technology for the generation of human gametes in the future. The range
of therapeutic and non-therapeutic applications would be enormous. But then, too, the number and
scope of ethical concerns.

A man, for instance, could request the use of IVG to turn a tiny sample of his skin cells into egg
cells and, thus, become a mother. In like manner, a woman could use IVG for the generation of sperm
cells and, thus, become a father. Two men, or two women, could also have a child genetically related to
them. Prospective parents who currently rely on IVF to start a pregnancy would also benefit from IVG.
Instead of undergoing a series of hormone injections and a surgical procedure to obtain the eggs cells,
the woman would only have to provide a small sample of her skin cells. This would make the entire
IVF procedure far less invasive—and possibly less expensive—for the women [46] (p. 127).

IVG could also disrupt the market for human gametes. Some women who currently undergo
the egg retrieval procedure do not intend to become mothers themselves. Their intention is, rather,
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to donate or sell some of their egg cells, which in turn can be used for research or for human reproduction.
This practice, however, has raised some ethical concern relative to informed consent and exploitation of
women [47], (for Reference [48] see p. 44). Men, too, can donate sperm cells for altruistic or pecuniary
reasons [49–52], but prohibition of anonymous donation over the last years has led to a shortage of
sperm cells in many sperm banks around the world. Recently, some bioethicists have suggested that the
institutionalization of presumed consent for post-mortem sperm cells donation might be introduced as
a solution for the problem relative to the current shortage of male gametes in sperm banks [53]. IVG of
human cells, on the other hand, could reduce drastically the demand for donation of male and female
reproductive cells, making access to human gametes much easier and cheaper for prospective parents
and researchers.

Many sperm banks offer some information on the educational background or academic
achievements of their individual donors. Prospective parents may use the information, then, as
a rough predictor of the cognitive capacities of their offspring. But IVG, in conjunction with IVF and
other technologies such as GWAS and AI, could provide prospective parents with a more reliable and
effective method for assessing their chances of having a child with increased intelligence. The problem,
though, is that the quest for GCE by means of IVG, in conjunction with IVG and GWAS, would require
the generation of far more embryos than the amount of embryos that are currently generated in fertility
clinics during every IVF cycle. The idea here is that the more embryos from the same parents one has,
the more chances one also has of spotting one particular embryo with more odds of developing into a
child with increased intelligence [39,40,46,54] (pp. 191–202), [55] (pp. 88, 93, 106–110).

Currently, PGD enables clinicians to screen embryos for some genetic diseases before implantation
into the womb. Unviable embryos are discarded or, depending on local legislation, used for scientific
research. But as genetic sequencing technologies becomes faster and cheaper, clinicians might be able
to screen vast amounts of embryos from the same couple for both medical and non-medical issues.
And as human intelligence itself is highly inheritable [56–58], clinicians could screen the embryos for
this specific trait as well. There is not, though, one human gene for intelligence. It is believed that
hundreds or thousands of different genes, scattered at different loci of the human genome, are involved
in the expression of most psychological, behavioral, and physical human traits. It does not mean, of
course, that genes alone determine all features one individual will ultimately have, for the expression of
human traits very often depends on diverse degrees of interaction between genome and environment.

GWAS enable researchers to determine which regions of the human genome are associated with the
expression of specific psychological, behavioral, or physical traits. This association can be measured and
translated in terms of “polygenic scores,” which is a probabilistic—thus not deterministic—estimation
of the occurrence of a certain trait as the result of the influence of a large group of genes, [46] (p. 77).
GWAS, thus, could help prospective parents and clinicians to select one embryo, amongst hundreds or
thousands of embryos, with increased odds of developing into a child with higher intelligence. On the
other hand, as Henry Greely points out, the vast amount of genetic data resulting from the assessment
of polygenic scores could also lead prospective parents to make decisions that, in the end, might
compromise the well-being of their child. How to decide, for instance, between Embryo1 and Embryo2

when Embryo1 has x% of having trait1 (IQ > 100), y% of developing trait2 (minor propensity to obesity),
and z% of developing trait3 (propensity to depression), while Embryo2 presents different polygenic
scores for trait1, trait2, and trait3? The decision becomes increasingly more difficult when the number
of embryos to choose from is >100 and the number of eligible traits (both medically and non-medically
relevant traits) is also very high [46] (pp. 193–196). In face of this “information overload”—as Sonia
Suter aptly puts the problem—prospective parents would probably have to rely on the expertise
of genetic counselors and computer algorithms to assess the polygenic scores their future offspring
and adjust their preference for a specific trait like increased intelligence against medically relevant
traits [46] (pp. 193–196), [54] (pp. 273–276). Once a decision has been made in favor of a specific
embryo, the remaining embryos would have to be discarded.
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Currently, depending on local legislation, unclaimed viable embryos can be “adopted.” In 2017,
for example, a woman in the United States gave birth to a baby that developed from an embryo that
had been frozen for 24 years [59]. The mother was just over one year old when the embryo was
generated. In adopting the unclaimed embryo, the woman became the gestational mother, and not the
biological mother of the baby. Frozen embryos may remain unclaimed for several reasons: The couple
may have divorced after the generation of embryos and, thus, they may have changed their minds as
to become father or mother; or the father or mother (or both) may have died after the generation of the
embryo; or the couple may have simply decided, after a successful gestation, not to use the remaining
embryos for the generation of yet another child. Yet, even if many women would volunteer to adopt
surplus embryos, a significant amount of embryos would still have to be discarded.

GCE by means of GE, on the other hand, would not require the generation of vast amounts of
human embryos. Instead of selecting one among hundreds of embryos, clinicians could generate
only one embryo by means of IVF—with or without the use of IVG. Then, the embryo could be
edited with CRISPR to increase the chances that it will later develop into a child with increased
intelligence. Thus, no embryo would have to be discarded. It must be emphasized, though, that at its
current stage of development CRISPR is not considered a reliable kind of ART—neither for therapeutic
nor non-therapeutic goals. Moreover, as mentioned earlier, thousands of genes are involved in the
expression of human intelligence. Even if CRISPR becomes safe and reliable for therapeutic goals
within the next years, it is still unclear whether it could be deployed for the purpose of GCE without
the risk of off-target mutations and mosaicism [60]. Maybe other forms of human enhancement by
means of GE will become acceptable before it can be used for cognitive enhancement, especially in
areas where a clear-cut line between enhancement and treatment cannot be drawn.

Consider, for instance, the first actual use of CRISPR as a form of ART, which occurred in November
2018 in China. He Jiankui, a Chinese researcher, edited the genome of two twin girls at an early stage
of embryonic development. He Jiankui’s goal was to enable HIV positive men to generate children
free of the HIV virus. The usual measure, in these cases, consists in treating the semen with a process
known as sperm-wash before proceeding to IVF. This alone should have been enough to enable a man
to generate a child uncontaminated by the HIV virus. However, He Jiankui’s goal was not simply to
guarantee the birth of an HIV-free child. His intention was to generate a child immune to the HIV virus.
It is clear, then, that the procedure, in this case, was deployed for non-therapeutic reasons. It aimed
at the genetic enhancement of two human beings. The whole procedure might be called “immune
system genetic enhancement.” Incidentally, some authors have speculated that the procedure might
have also indirectly provided the twin girls with some degree of GCE [61,62].

The international scientific community vehemently repudiated He Jiankui’s procedure, as it
represented a clear violation of the ethical guidelines proposed by many international bodies over
the last years [63–65]. However, the fact that the procedure was deployed as a means of human
enhancement, rather than as a method of treatment for a genetic disorder, was not the main focus
of criticism. Many articles, published shortly after He Jiankui announced the birth of the twin girls,
did not even take notice of this aspect of his experiment. The main reason for criticism, as I have
mentioned above, is the fact that CRISPR cannot yet be considered a safe and reliable kind of ART.
It represents a threat not only to the well-being of children whose genome have been edited, but also to
the well-being of their descendants.

Now, let us assume, for the sake of argument, that IVG and CRISPR will become available as
reliable and safe kinds of ART within the next decades, and that further research on human genomics
will provide solid knowledge on the genetics of human intelligence. Would there be good moral
reasons, then, to favor one procedure or the other—ES or GE—for the purpose of GCE? Or should we
entirely abandon the prospect of pursuing the ES and GE as kinds of ART, whether for therapeutic
or non-therapeutic goals? In the next section, I will address these questions by comparing some of
the ethical implication each of these technologies entails. Then I will focus on two reports recently
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published by the SIENNA Project on the public perception of scientific research on human enhancement
technologies and human genomics.

4. Public Attitudes towards GCE

How should we assess the ethical implications resulting from the use of technologies such as IVG
and CRISPR for the purpose of GCE? Philosophical investigation into the principles of morality often
relies on or starts with what we understand by concepts such as duty, virtue, or morality. Consider,
for instance, Kant’s statement in the Preface to the Groundwork of the Metaphysic of Morals:

“In this work, I have adopted the method that is, I believe, most fitting if one wants to take one’s route
analytically from common cognition [gemeinen Erkenntnisse] to the determination of its supreme
principle and in turn synthetically from the examination of this principle and its sources back to
common cognition, in which we find it used” [66] (p. 13).

We have to start somewhere, and our common understanding (or “common cognition”) of some
elementary moral ideas is a good starting point—indeed, perhaps the only one we have. But Kant
also assumes that we all share a “common idea of duty and of moral laws” [66] (p. 7). The principles
of morality, on this analysis, do not have to be agreed upon through a social contract, or through
societal debate or similar decisional procedure. The principles have to be, rather, “brought to light”
(aufgeklärt), for they already dwell human beings’ “natural sound understanding” (natürlichen gesunden
Verstande) [66] (p. 23). More often than not, though, our common understanding of moral concepts is
common only to the extent that it is shared by some specific group of individuals, living in this or that
century, in this or that country, as members of this or that social group. Our current understanding of
moral duties and moral laws was certainly not shared, for instance, by Aristotle and other thinkers
in the tradition of virtue ethics. And upon examination, we also realize that some ideas at the core
of Kant’s moral theory, such as the assumption that “ought implies can,” are not shared by most
people [67,68]. It might be argued, on the other hand, that Kant was not interested in a psychological
account of our common understanding of moral concepts, but in a normative account. If someone,
or even a large group of people, happen to lack “natural sound understanding,” or does not recognize
what the proper understanding of moral laws amounts to, that person or group of persons should be
enlightened. On this account, public attitudes should not be taken into consideration in our analysis
of the moral implications resulting from GCE, for moral reasoning itself cannot be enlightened by
public opinion.

Philosophical investigation should certainly not pander to public opinion, as public opinion itself
can be scrutinized, clarified, and corrected in the light of philosophical analysis, but neither should
philosophical investigation underestimate the plurality of points of view at play in the moral debate on
issues that matter for the public in general. This is especially important when philosophical expertise
is deployed for the elaboration of public policies involving controversial issues, or for the regulation of
technologies that may challenge our common understanding about what is ethically acceptable or
morally deplorable. As Neil Levy aptly puts the problem:

“Moral expertise is not the exclusive preserve of moral philosophers; instead, it is a domain in which
a multitude of thoughtful people outside the academy make important contributions. The arena in
which moral debate occurs is, accordingly, not limited to the peer-reviewed journals. Instead moral
debate also, and almost certainly more importantly, takes place in newspapers and on television; in
novels and films: everywhere moral conflicts are dramatized and explored” [17] (pp. 309–310).

Recall that the first broad societal debate on the ethical implications from the quest for human
enhancement by means of new technologies, as I mentioned at the outset of this paper, was mainly
driven by stakeholders such as former soldiers, policy-makers, physicians, engineers, and artists rather
than by philosophers. The methodological challenge for the assessment of ES and GE as means of
GCE consists, then, in our capacity to take into consideration a variety of points of views. From the
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point of view of a person who was generated by means of new kinds of ART, for instance, it may be
important to know which procedure was used before his or her birth: ES or GE? If the embryo has been
manipulated with CRISPR, the person has every reason to be grateful or, as the case may be, resentful
for any changes that have been made in his or her genome. Suppose that the attempt to promote
some cognitive enhancement by means of CRISPR has not been successful and that, for this reason,
the person suffers from some minor cognitive disorder such as for instance dyslexia—a condition
that makes learning to read more difficult. Let us call that person Person1. Person1 could hold her
parents or the fertility clinic responsible for her suffering, for the learning disability compromises her
chances of success in achieving goals she would like to pursue in life. After all, if the GE procedure
had not been used, Person1 would not have dyslexia. Now, let us suppose there is another person
(Person2) who also suffers from dyslexia and has the same degree of learning difficulty as Person1.
However, Person2 was not submitted to GE at an embryonic stage of development. Person2 was
generated by means of a combination of IVG and IVF, along with hundreds of sibling embryos, and
then selected for implantation into the uterus. All sibling embryos were discarded afterwards. Person2

may feel as frustrated as Person1, for the learning disability also compromises her chances of success
in achieving goals she would like to pursue. But as some philosophers have noticed, unlike Person1,
Person2 cannot simply say that some kind of wrongdoing was inflicted on her, or that she has the
right to blame her parents or the fertility clinic for being a dyslectic person. For Person2, the only
alternative would be not to have been selected in the first place and, thus, never to have been born.
Darek Parfit and Thomas Schwartz are among the first philosophers who drew attention to this kind of
paradox [69–71]. Schwartz called it the “fallacy of beneficiary-conflation” [71] (p. 7), but it is better
known as the “non-identity-problem,” as Parfit called it early in the 1980s [70] (p. 359). It is a paradox
because a person may apparently present good reasons for wishing that a certain course of actions
had never occurred in the past, but without that particular course of actions, which she would prefer
had never occurred, she herself would not exist. One might argue, however, that from a legal point of
view and as a matter of social justice, we should treat Person1 and Person2 the same way: If Person1

has a right to reparation due to the disorder caused by the GE procedure, then Person2 should also
have the same right, as both cases, at least in the tradition of common law, can be characterized as a
tort of wrongful life [72,73].3 A recent survey conducted online among 763 participants also suggests
that most people believe that the “non-identity-problem” is not really relevant for an assessment of
situations like this, involving the claims of Person1 and Person2 [74].

Alternatively, one might argue that in view of the ethical issues that underlie ES and GE, both
procedures should be banned for the purposes of human reproduction. The only non-problematic
form of human reproduction—one might suggest—is natural reproduction, that is sexual intercourse
of a man and a woman, unaided by ART. However, banning the two procedures does not solve
the problem, it just gives rise to a further ethical concern. Consider Person3, afflicted by dyslexia
just as Person1 and Person2. Person3, unlike Person1 and Person2, was generated naturally—her
conception and birth did not involve the use of ART. Does Person3 have the right to blame her parents
or clinicians for being a person who has dyslexia? The answer to this question will depend on the
stage of technological development at the time that Person3 was conceived, and on the availability of
the relevant technologies to her parents. For Person3, it could be frustrating to learn that her cognitive
impairment could have been avoided by means of GE. From the perspective of Person3, it would have
been better if her parents had indeed resorted to GE—even if it had involved some reasonable degree
of risk. ES, on the other hand, would not have solved her problem, as she would not exist if some other
embryo, free of dyslexia, had been chosen in her place. The choice for natural reproduction, therefore,

3 See e.g., Frasca [72] (p. 185): “The difference between wrongful birth and wrongful life is that in wrongful birth the parents
bring the legal action and seek damages; whereas, in wrongful life it is the child who seeks damages and the child or the
child’s representative who brings the lawsuit.” For a recent account of the legal issues surrounding the use of gene editing
technologies within the context of American law, see Macintosh [73].
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is not morally neutral. In circumstances where prospective parents have access to the relevant medical
technologies, which allow them to have a child without a condition that, later, may compromise her
well-being, the couple is morally accountable both for using the technology and for failing to use it.
As Anthony Kenny puts the problem: “As technology increases our knowledge of evils and our power
to remove them, it increases our responsibility for not removing them” [75] (p. 124).

For the time being, though, neither ES (in conjunction with IVG and GWAS) nor GE may be used
as a kind of ART—whether for therapeutic or non-therapeutic goals. Leaving aside the question as to
which technology will (from a purely technical point of view) mature first, there is some reason to
believe that GCE by means of ES might become commercially available prior to GCE by means of GE.
This would be a reason, then, to focus the ethical debate on ES rather than on GE.

One reason for the assumption that GCE by means of ES may become commercially available prior
to GCE by means of GE is that some fertility clinics, especially in the United States, are now gradually
advertising a wider range of medical conditions they can screen for [76–79]. Given the thin line between
therapeutic and non-therapeutic uses of ART, it may be just a matter of time before intelligence becomes
available for screening along with medical conditions such as diabetes, propensity to depression, or
intellectual disability, even if the procedure is not overtly advertised as GCE, but rather as therapeutic
measure to reduce the odds of having a child with some mental conditions that might compromise his
or her well-being later in life. Some people might even argue that ES (whether or not in conjunction
with IVG and GWAS) does not qualify as a human enhancement technology at all. Thus, from their
perspective, they would be circumventing at least some of the ethical concerns involved in the quest
for GCE. Their argument might also be explored by private companies and fertility clinics that cannot
advertise their services as genetic enhancement because local legislation explicitly prohibits the pursuit
of human enhancement at a genetic level. Whether they argue from genuine philosophical reasoning
or from commercial opportunism is not the point. What matters is that they can argue that ES (unlike
GE) does not do anything to the embryo. In the normal distribution curve for IQ scores, some people
will naturally have IQ > 100 while others will have IQ < 100. GCE by means of ES consists in an
attempt to optimize the chances of selecting an embryo that, among other things (e.g., having improved
information processing speed, improved working memory, improved executive function, etc.) will
develop into a child who will be in the former group. Thus, most definitions of “human enhancement,”
discussed in the philosophical literature, will not straightforwardly include ES as a means of human
enhancement, for the “enhanced” person, in this case, has not been enhanced at all—i.e., the person
herself has not been subjected to an enhancing process. The person, rather, developed from an embryo
that had better odds of growing into a person with increased intelligence, quite independently of any
modification in the embryo itself. If GCE requires a modification in the embryo, then ES clearly does
not qualify as GCE. Yet, there is some reason to believe that GCE does not require embryo modification.

Some questions of social justice will emerge regardless of the procedure one chooses to increase
the odds of having a child with increased intelligence. This is the reason why I have stated at the
outset of this article that I would eschew the attempt to propose an all-encompassing definition of
human enhancement and speak, instead, of “family resemblance.” There are some relevant resemblances
between ES and GE that enable us to consider both procedures as human enhancement technologies:
(i) Both procedures enable prospective parents to improve the odds of having a child with increased
intelligence, even if the child (or the embryo) is not modified when one opts for ES; and (ii) both
procedures give rise to the same issues of social justice that require proper regulation from the relevant
policy-makers. To see this, let us recall Person1 and Person2.

Person1 was born by means of GE and Person2 was born by means of ES. Let us suppose this
time, though, that both procedures (GE and ES) were quite successful, as Person1 and Person2 have,
among other things, an IQ of 145. Person1 and Person2 will be able to pursue goals that most people
will not be able to pursue, at any rate not as effortlessly as Person1 and Person2. This in turn gives
rise to questions of social justice: Is it fair that Person1 and Person2 have these advantages over most
people, especially considering that neither Person1 nor Person2 did anything to deserve an IQ of 145?
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Some influential theories of justice suggest it would not be fair. As John Rawls put the problem in A
Theory of Justice:

“The unequal inheritance of wealth is no more inherently unjust than the unequal inheritance of
intelligence. It is true that the former is presumably more easily subject to social control; but the
essential thing is that as far as possible inequalities founded on either should satisfy the difference
principle” [80] (p. 245).

Rawls is not suggesting here, of course, that intelligence itself should be redistributed in line with
the difference principle, but that the benefits that people obtain, thanks to their increased intelligence,
should also benefit those who have been less fortunate in the natural lottery. After all, they have not
deserved their talents—or lack of talents, as the case may be. It is a matter of pure chance that the
natural lottery has allotted some people with more intelligence, or that some people were born into
wealthier families.4 But Rawls also suggests, in a another passage, that maybe intelligence, too, could
be directly subject to social control: “In the original position, then, the parties want to insure for their
descendants the best genetic endowment (assuming their own to be fixed)” [80] (p. 92). The caveat in
parentheses at the end of the sentence may be an indication that Rawls himself did not believe that the
genetic endowment of our descendants cannot be changed. Maybe it can (Rawls must have thought)
and if it can, it should be subject to social control in line with principles of justice, just in the same
way inheritance of wealth is. Rawls, understandably, does not develop this topic further, dismissing
it as a “speculative and difficult matter” [80] (p. 92). But the prospect of using ES and GE as means
of bequeathing our descendants a better genetic endowment makes this topic now less speculative,
though certainly not less difficult, than it was in 1971, when A Theory of Justice was published [81–84].5

If ES and GE become commercially available within the next decades, prospective parents may
suffer under the financial and emotional pressure to enhance their children, even if they would
otherwise prefer not to enhance them. They may think, for instance, that it would be better to invest
their savings in the education rather than in the genetic endowment of their future children. But if,
on the other hand, most parents opt for the GCE, they may believe that a non-enhanced child will
lag behind in the competition for goods such as university admittance or better positions in the job
market. Now, the social pressure here is neither less nor more intense if prospective parents take
into consideration that ES (unlike GE) will not modify the genome of their future offspring. Some
prospective parents might perhaps favor GE over ES, if they believe, for instance, that abortion is
morally wrong, for ES (unlike GE) will require the discarding of human embryos and this, too, may
be perceived as equally wrong. But that will be a different kind of pressure: A pressure to favor GE
over ES while under the social pressure to enhance their future offspring. From the perspective of
policymakers, ES counts as GCE, for ES gives rise to the same questions of social justice that GE does.
But policymakers cannot take into consideration here only philosophical arguments. This might lead
them to believe, for instance, that the non-identity problem requires that in cases involving wrongful
life only the demands of people who were born through GE are valid. This would clearly conflict
with the perception that most people, to whom policymakers are accountable, have of the problem.
One of the surveys recently conducted by the SIENNA Project revealed, for example, that, on average,
79% of people across 11 countries believe that prospective parents will feel “pressured to have genetic

4 See Rawls [80] (p. 87): “Those who have been favored by nature, whoever they are, may gain from their good fortune only
on terms that improve the situation of those who have lost out. The naturally advantaged are not to gain merely because
they are more gifted, but only to cover the costs of training and education and for using their endowments in ways that
help the less fortunate as well. No one deserves his greater natural capacity nor merits a more favorable starting place in
society. But, of course, this is no reason to ignore, much less to eliminate these distinctions. Instead, the basic structure can
be arranged so that these contingencies work for the good of the least fortunate. Thus we are led to the difference principle if
we wish to set up the social system so that no one gains or loses from his arbitrary place in the distribution of natural assets
or his initial position in society without giving or receiving compensating advantages in return.”

5 Some authors have been trying to address these difficulties over the last few years. See, e.g., [81–84].

71



Philosophies 2020, 5, 20

testing done on their unborn baby,” if genetic testing becomes increasingly common (see Scheme 1).
This, too, raises questions of social justice, as many prospective parents may suffer emotionally or
financially under the pressure to have their unborn children genetically tested. Some genetic testing
may, for instance, reveal an underlying condition that affects not only the unborn baby, but also the
living siblings (or the mother, or the father), who might perhaps prefer not to be informed about
that particular condition [85]. It is a matter of societal debate to establish, then, at a national level,
how policymakers are expected to address this question. No general philosophical moral principle can
be deployed here without failing to do justice to public attitudes towards this problem.

Scheme 1. “Perceptions of the likelihood of parents feeling pressured to have genetic testing done on
their unborn baby due to genetic test becoming more common” [23] (p. 35).

One might suggest now that the quest for GCE has implications for social justice at both national
and international levels. At a national level, for reasons I have suggested above, and which are not
new in the ethics of human enhancement debate: The rich will bequeath to their children not only their
wealth, but also better genetic endowment. Their children, thus, will be better off both financially and
cognitively. Lack of appropriate regulation at national level, therefore, might aggravate existing social
inequalities. At an international level, countries that are in a position to develop research on human
enhancement technologies and human genomics are on average richer than countries that do not have
the capability to advance new knowledge and new technologies in these areas. Human enhancement,
therefore, might aggravate social inequality at a global level as well.

Yet, some of recent findings of the research conducted by the SIENNA Project seem to suggest a
different picture. Scientifically and technologically developed countries are not especially supportive
of research on human enhancement technologies. Quite the opposite, as one of the reports puts
it: “Overall, perceptions of human enhancement technology were most positive in South Africa,
Greece and Brazil and least positive in Germany, the USA and France” [22] (p. 6). As far as
support for cognitive enhancement is concerned, a similar pattern emerged: Brazil, South Africa, and
Poland were most supportive, while the Netherlands, Germany, and France were least supportive of
cognitive enhancement technologies (see Scheme 2). As for research to better understand the genetics
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of human intelligence, Brazil, South Africa, and South Korea were most supportive, whereas the
Netherlands, Germany, and France, again, were the least supportive countries in this area (see Scheme 3).
As for research on human embryos in order to better understand “how to treat or cure health conditions,”
a different pattern emerged: Spain, the Netherlands, and Sweden were most supportive, whereas
Greece, the United States, and Germany were least supportive (see Scheme 4).

Scheme 2. “Support for technology to make people more intelligent” [22] (p. 29).
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Scheme 3. “Acceptability of conducting laboratory experiments on human embryos to understand
how to increase human intelligence” [23] (p. 44).

 
Scheme 4. “Acceptability of conducting laboratory experiments on human embryos to better understand
how to treat or cure health conditions” [23] (p. 45).

One possible implication of these findings is that the unregulated use of GCE technologies
might perhaps lead to a greater increase of social inequality at a national level rather than at an
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international level. Countries such as the United States might perhaps even have more demand for
GCE abroad, from countries that are more supportive of human enhancement technologies, than
internally. But this tendency will also depend, among other factors, on national laws for the importation
of genetic technologies and regulation for the range of procedures that fertility clinics are allowed to
perform [86].6 This is a topic, though, I cannot delve into in this article, even recognizing that it is worth
pursuing for a broader understanding of the ethics of GCE at an international level. My intention here
was rather to call attention to the worldwide plurality of public attitudes towards human genomics
and human enhancement, as recently surveyed by SIENNA Project, and suggest that these attitudes,
too, should be taken into consideration in the debate on the ethics of human enhancement.

5. Conclusions

Even prior to the emergence of CRISPR, around 2012, philosophers and bioethicists had been
discussing the ethical implications of the quest for GCE. However, most contributions in this area have
focused on gene-editing and germline modification. Far less attention has been given to GCE by means
of ES. Recent developments in human genomics, including the further development of GWAS and the
prospect of using IVG for the generation of human gametes in the future, open up new possibilities for
parents who would like to have a child with increased intelligence. In assessing the ethics of GCE,
philosophers should be cautious not to rely uncritically on our moral intuitions, for human attitudes to
human enhancement technologies and research on the genetics of human intelligence vary greatly
across different economic, cultural, and social landscapes, as some recent findings published by the
SIENNA Project reveal. And even when our moral intuitions are supported by the best possible
philosophical arguments, philosophical arguments cannot be the only source of reason in a broader
societal debate on how to regulate new technologies such as CRISPR and IVG.
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Abstract: This paper examines prosthetic technology in the context of posthumanism and disability
studies. The following research discusses the posthuman subject in contemporary times, focusing
on prosthetic applications to deliberate how the disabled body is empowered through prosthetic
enhancement and cultural representations. The disability market both intersects and transcends race,
religion, and gender; the promise of technology bettering the human condition is its ultimate product.
Bionic technology, in particular, is a burgeoning field; our engineering skills already show promise of
a future where physical impediment will be almost obsolete. I aim to cross-examine empowering
marketing images and phrases embedded in cinema and media that emphasize how disability
becomes super-ability with prosthetic enhancement. Though the benefits of biotechnology are most
empowering to the disabled population, further scrutiny raises a number of paradoxical questions
exposed by the market’s advance. With all these tools at our disposal, why is it that the disabled
have yet to reap the rewards? How are disabled bodies, biotechnology, and posthuman possibilities
commodified and commercialized? Most importantly, what impact will this have on our society?
This paper exemplifies empowering and inclusive messages emphasized in disabled representation,
as well as raising bioethical concerns that fuel the ongoing debate of the technological haves and
have-nots. Furthermore, this paper challenges the ideals of normative bodies while depicting the
disabled as an open, embodied site where technology, corporeality, and sociology interact. To conclude,
I believe that an interdisciplinary approach that balances the debate between scientific advance,
capital gain, and social equality is essential to embracing diverse forms of embodiment.

Keywords: bionics; prosthesis; biotechnology; disability; marketing; cultural studies; Disney; supercrip

1. Introduction

Studies in both natural sciences and the humanities have been devoted for much of the last
two decades to exploring how biotechnology revolutionizes human interaction with our material
surroundings. From bifocal glasses to high performance prosthetic limbs, hearing aids, and pacemakers,
the conjuncture between the human body and biotechnology is expanded by various forms of prosthetic
extensions. Human bodies are now seen by some commentators as “machines to be fine-tuned and
perfected through add-ons,” as the body is continuously augmented and its capabilities enhanced [1]
(p. 248). A humanist view of the body as a coherent, self-contained, and autonomous self is no longer
applicable; biotechnology has led to a most significant shift in body politics that views the body
as a network or assemblage that is constantly evolving with technology. The relationship between
human bodies and biotechnology is symbiotic, working “in between the points of contact linking
bodies and technologies to configure them differently” [2] (pp. 3–4). This reconfiguration of the
body and technology is most prominently seen in bionic engineering, with the infinite possibilities
of technological progress materialized through prosthetic limbs, optics, and organs [3]. Traditionally
perceived as a visual reminder of our vulnerability that signifies “physical and metaphysical lack,”
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prosthetics have become a corporeal extension that empowers the disabled body, allowing the human
body to transcend boundaries and limitations [4].

The interrogation of the permeability of corporeal boundaries sparked an ongoing body of work
that examines the “continuous deconstruction and reconstruction” of embodiment [5]. Prosthetic
technology destabilizes the human boundaries, with Donna Haraway’s famous question: “Why should
our bodies end at the skin?” urging discourses that extend posthuman concepts of the body to rise in
response [6]. Applied prosthetics demonstrate “the ultimate expression of human control—helping
us shape and define the way we would like to be,” contributing to new forms of embodiment in
the posthuman subject [7]. This posthuman subject embraces the body as unstable and “refers to
the destabilization and unsettling of boundaries between human and machine, nature and culture,
and mind and body that digital and biotechnologies are seen to engendering” [8]. In other words,
the posthuman traces a different discursive framework that affirms forms of alternative embodiment
and opens the body as an extended, distributed, interconnected, and relational entity. Posthumanist
thought views human subjectivity as an assemblage that evolves in conjunction with machines, animals,
and the environment.

Our bodies have become fluid and ambiguous, disrupting binaries such as human versus
non-human, and able-bodied versus disability. With prosthetic technology constantly pushing the
boundaries of physical limitation, the disabled body is now regarded as an intricately diverse site of
interdisciplinary discourse. Scholars in the field focus their efforts on subverting our body concept,
social constructions, and disputes by exploring the relationship between disabled bodies and applied
prosthetics [9]. Their efforts place disabled bodies at the nucleus of progress in assistive technology that
no longer casts the body in a “dualistic frame, but bears a privileged bond with multiple others and
merges with one’s technologically mediated planetary environment” [10] (p. 92). Social and material
debate in disability studies has emerged with the “new connections among rediscovered agencies
and thereby dethrones the ideal of a human cognitive, physical, emotional normal” [11] (p. 310).
Therefore, a posthuman approach to disability recognizes a new ethics of the body that is embodied
in “the conceptual edges between ‘the human’ and ‘the posthuman,’ the organic and the mechanic,
the evolutionary and the postevolutionary, and flesh and its accompanying technologies” [2] (p. 3).
I believe the disabled body represents a versatile embodiment of these conceptual edges and is most
reflective of social change. By a juxtaposition of textual analysis and case examples in both popular
culture and practical use, this paper examines the rising trend of empowering disabled bodies that
focuses on the bionic industry.

Groundbreaking research in bionic limbs and neurotransmission poses a direct challenge to
the limitations of humanity and human performance. Bionic technology is a burgeoning market;
our engineering technologies already show promise of a future where physical impediment will be
almost obsolete. The following research reflects on the posthuman subject in contemporary times,
focusing on prosthetic applications to deliberate how the disabled body is empowered through
prosthetic enhancement and cultural representations. I aim to cross-examine marketing images and
phrases embedded in the fields of sports, cinema, and media that portray the prosthesis as empowering
to emphasize how disability becomes super-ability with prosthetic enhancement. Bionic prosthetics are
heavily promoted in contemporary film and media, a trend I will thoroughly review by exemplifying
innovative work in the field as well as addressing future possibilities that include the freedom to alter
our bodies in all forms and functions.

Though the benefits of biotechnology are most empowering to the disabled population, further
scrutiny raises a number of paradoxical questions exposed by the market’s advance. With all these
tools at our disposal, why is it that the disabled have yet to reap the rewards? How are disabled bodies,
biotechnology, and posthuman possibilities commodified and commercialized? Most importantly,
what impact will this have on our society? Living in the times of the posthuman, I advocate various
ways of becoming that embrace a sustainable ethics of transformations that emphasize the future of
embodiment in real bodies. In other words, the future of posthuman embodiment should not only
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be in pursuit of “glamorous cyborgs,” but also in creating a sustainable future that provides equal
access to advanced technology and all its promised opportunities. This should especially apply to
the “anonymous masses of the underpaid, digital proletariat who fuel the technology-driven global
economy without ever accessing it themselves” [10] (p. 90). However, under the current market
mechanism, I am more concerned that the uneven distribution of technological resources and restrictive
access to biotechnology create a new social caste, an issue I aim to address in the following analysis of
enhancement technologies.

2. Disabled Bodies and the Prosthesis—Transcending Physical Boundaries and Embodying
Posthuman Possibilities

Posthuman embodiment focuses on the body as a constant state of becoming that includes shifting
social paradigms and political subjectivities [1,10,12]. The disabled body embodies new interactions
with our material environment as well as with each other; disability studies is therefore “perfectly
at ease with the posthuman” because “disability has always contravened the traditional classical
humanist conception of what it means to be human” and responds directly to the complex diversities in
our contemporary society [13] (p. 342). An intersecting dialogue, however, has only emerged in the last
decade, with Rosi Braidotti’s The Posthuman (2013). Braidotti asserted that disability studies “combine
the critique of normative bodily models with the advocacy of new, creative models of embodiment,”
affirming the disabled body as an open, embodied site where technology, corporeality, and sociology
interact [10] (p. 146). With bionic technology, the human body is transformed into “a module onto which
various technological additions can be attached . . . technology is not separate but part of the body” [14]
(p. 241). Braidotti’s viewpoint resonates with Davis’ concept of dismodernism; both challenge the
body’s boundaries to explore the openness of disabled bodies and forge interdisciplinary connections.
In this regard, disability studies becomes an exemplary network of various intersecting discourses.

The work of Margrit Shildrick furthers the idea of a fluid, posthuman body that is embodied
by the disabled; she believes that the disabled body, the prosthetic body, and normative bodies are
all a “profound interconnectivity of all embodied social relations” that is “simply one mode among
multiple ways of becoming” [15] (p. 8). Shildrick’s perspective expounds upon Katherine N. Hayles’
posthuman analysis; both addressed the relationship between human limitations and the utilization
of supplementary devices in facilitating day-to-day living conveniences. Hayles advocated for a
“posthuman view . . . of the body as the original prosthesis we all learn to manipulate, so that extending
or replacing the body with other prostheses becomes a continuation of a process that began before
we were born” [5] (p. 3). Consequently, technological growth and innovative design are now seen as
having a unique influence regarding disability and posthumanism; disabled bodies are a “dynamic
hybrid” that is focused “not on borders but on conduits and pathways, not on containment but on
leakages, not on stasis but on movements of bodies, information and particles” that transcend corporeal
boundaries and join the biological to the technological in posthuman embodiment [12] (p. 10).

According to Braidotti, the human condition is expanded by “the four horsemen of the posthuman
apocalypse: nanotechnology, biotechnology, information technology and cognitive science” [10] (p. 59),
causing “the boundaries between ‘Man’ and his others [to] go tumbling down, in a cascade effect
that opens up unexpected perspective” [10] (pp. 66–67). The disabled subject affirms connections
between the body and technologies that is the quintessential posthuman condition [16]. Nayar built
upon this concept of transcending physical boundaries to study posthuman embodiment in disabled
bodies, stating that “the differently abled . . . exist on the other side of the border. It is this issue of
boundary-marking and personhood that brings disability studies and bioethics into the ambit of critical
posthumanism” [12] (p. 101). Disabled bodies interrogate existing normative standards of the human
subject, contributing significantly to posthumanist thought by calling attention to a deconstruction
of the deviance and normalcy that regulate the body. Disability disarms and disrupts the normative
assumptions about what it means to be human; it extends and expands into perspectives that look
affirmatively towards alternative modes of embodiment.
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A posthuman subjectivity is based on creativity and the opening up of possibilities. With prosthetic
technology we will have the tools to redesign and reinvent the body; prosthetics are an invitation to
reconsider notions of normality, function, and ability. The push to realize posthuman possibilities
and alternative embodiment has led to progressive development in bionic augmentation and
neurotransmission technology. Today, we have a selection of prosthetics that range from plastic
surgery injections to full-bodied exoskeleton suits that enable the paralyzed to stand, walk, and even
run again—the development of prosthetic tools that not only seek to mimic human function, but also
enhance the body’s capacity. Disabled bodies present a means to enhance humanity and transcend
physical limitations, and with that recognition came a shift in the portrayal of disability as well as an
emerging disability-related market. The following discussion explores how disability is increasingly
portrayed in empowering cultural representations as posthuman, examining the “embodiment
and embeddedness” of the human being that integrate the biological with the technological [17]
(pp. xv–xvi). Following a transitory dialogue from disability to the posthuman, I aim to bring an
interdisciplinary discourse on posthuman embodiment into consideration with the biotechnologies
that evoke fundamental changes in the body and our society, with a special focus on prosthetic limbs
and the bionic industry.

3. Disability (Broadly Defined) and Commercial Trends: Subverting Norms and Creating a
Limitless Market

In 2010, Snyder and Mitchell identified contemporary times as a new era of social inclusion
that “open[s] rhetorical claims of a new era of inclusion for people with disabilities” [18] (p. 116).
Their work calls attention to the global reality of disabled populations, with a special focus on the role
of disability and disabled bodies in the consumer market. Disability was seen in the past as a visual
reminder of human imperfection; however, with recent developments in biotechnology, the disabled
body is transformed into a canvas for augmentation as technology turns the disabled body into a
marketable commodity by “selling one’s capacities (and, now, incapacities) in a market economy” [18]
(p. 121). Over the last two decades, disability-related markets have been identified as the largest
and fastest-growing subgroup in the United States, with Forbes magazine estimating the scope of
this “overlooked and growing market” to be limitless [19]. Marketing groups such as Fifth Quadrant
Analytics, Sutton Marketing, and the LinkedIn platform now offer consulting services to companies
that wish to capitalize upon a targeted disabled demographic that is seen as the world’s “next big
consumer segment” [19].

Technological designs not only target people with disabilities as a core consumer base, but appeal
to “healthy” people who share the inevitability of disability [20] (p. 8). Disability is an inherent part of
the human condition; the understanding that “everyone will be disabled if they live long enough” has
been “an incredibly generative disability studies insight,” from contact lens to pacemakers, products
that address the broad definition of disability have led related businesses to form the world’s fastest
growing market [21] (p. 200). The human condition is “in fact disabled, only completed by technology
and by interventions,” establishing how the boundaries between ability and disability are open and
subject to change as a result of productive needs and the utilization of extended tools [15] (p. 241).
Davis sees a new ethics of the body in this commercial trend and focuses on the care of the body as
“a requirement for existence in a consumer society”; our bathrooms alone hold an arsenal of tools
catering to individual needs [22]. The knowledge required to design these products originates from
an understanding of our physical lack and impairments, rendering forms of biological data into the
ultimate commodity of the twenty-first century.

Progress in medical and reproductive fields is built upon the study of disabled and abject bodies
and has bettered the lives of those who live with disability and disease. Disabled people provide
physical data for the “micro-management of information and bodies” that lead to biotechnological
breakthroughs [18] (p. 117). Disability is commercialized “in the popular sphere of product
advertisements,” disabled bodies are ubiquitously featured in commercials for “pharmaceuticals,
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prosthetically engineered bodies and minds, mutating organisms that may be better adapted for
a future world yet to come” [18] (p. 117). The niche markets of disability create opportunities
that “catalyze radical new approaches—approaches that might subsequently have more widespread
applications” resulting in innovative designs that are marketable to both disabled and non-disabled
groups [23]. Disabled bodies become both a saleable commodity and a target demographic as
technological development expands the new market for body and body matters. This phenomenon
benefits the disabled both physically and financially; biotechnological businesses are creating job
positions that tap into disabled people’s unique insights and embodied experience. Tusler focused on
instrumentalizing disabled people for corporations to serve the technological industry in How to Create
Disability Access to Technology, arguing that the “challenge of being successful has led many people
with disabilities to be skilled problem solvers and consumers—making them valuable assets” [24].
In 2014, LinkedIn published an article titled “Ten Ways to Target the Disability Market & Keep a
Competitive Edge,” urging companies to develop an inclusive and comprehensive diversity strategy
that incorporates product design, marketing, and, most of all, insures “a marketing strategy and
mechanism that builds a company’s brand as an inclusive workplace committed to equality and to
hiring, retaining and promoting people with disabilities” [25]. This foray into disabled employment
and the communicative understanding of disabled needs that focuses on providing product choices
has opened employment opportunities catering to the disabled population and subverted able-bodied
norms previously dictating the job market.

Inclusive efforts in product and strategy design have furthered empowerment through the
increased visibility and representation of disabled persons, while allowing the disabled to contribute
their unique perspective to professional knowledge in product design. The disabled perspective and
embodied experience are highly instrumental in the development of assistive technology, leading
to exponential industrial growth in the area of bionic prostheses. Subversive narratives of physical
empowerment and accessibility are most prevalent in marketing prosthetic and bionic limbs. The advent
of social media and transparent communications has also resulted in considerable changes in brand
image presentation, with tales of inclusive products heavily promoting demonstrations of empowering
people with disabilities [26]. Representations of prosthetic technology have progressed in a drastic
shift from supplementing the disabled body and creating a normalized image to representing the
physical embodiment of enhanced power through prosthetic augmentation.

The disability-related market both intersects and transcends race, religion, and gender; the promise
of technology bettering the human condition is its ultimate product. An analysis of media
advertisements featuring disability finds that messages of empowerment and inclusion, as opposed
to stigmatizing portrayals, are a common theme [27]. Market recognition, universal product design,
and inclusive representation all contribute to furthering social and individual empowerment in the
disabled community. With increasing advances in prosthetic limbs and bionic technology, portrayals
of people who use such devices accentuate enhanced physical competence that surpasses even the
able-bodied, a narrative that rewrites social attitudes toward the prostheses and also disrupts the
disabled stereotype. At the same time, an increase in disabled representation serves as a positive
advertisement for brands and merchandise alike, promoting corporal images in an era that markets
social inclusion. In turn, these portrayals also subvert the traditional stigma of normalized bodies and
display how the disabling aspects of a differently-abled body can also be empowering. This transition
from disabled to super-abled changes, albeit slowly, how we regard the disabled body and acclimatizes
the public to alternative forms of posthuman embodiment in contemporary practices. In the following
sections I will elaborate on the shift in social narrative, with a special focus on limb disability and the
cultural representations of prosthetic enhancement.

4. From Disabled to Super-Abled: Commercializing the Supercrip Narrative in Film and Media

Supercrip is an encompassing term traditionally representing inspirational, disabled people.
In the past, the supercrip was extensively criticized for its depiction of disabled people who overcome
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spiritual and physical challenges to perform everyday tasks, revealing the low expectations from
normalized society [28–34]. An affirming support of supercrip narratives has risen in recent years,
however, to support the portrayal of disabled people who are “brave for defying expectations”;
disabled people are urged to recognize that “our actions are purposeful, our art exciting, or our words
meaningful, we do inspire” [35] (p. 198). Building upon this support is Goodley and Runswick-Cole’s
argument that the disabled body has always demanded to be recognized not as an embodiment of
lack, but of possibility [20]. This demonstrates a shift in perspective that forms the nexus of this paper;
subversive representations of disability promote empowerment not in the ability to overcome, but in
the different abilities presented through an alternative embodiment that transcends the confines of
physical normalcy.

The 2015 film Mad Max: Fury Road provides an inspiring example of physical empowerment with
the disabled character “Furiosa.” In a movie filled with male characters and battle scenes, Furiosa
stands out as an emblem of indisputable power. In a much-discussed scene, Furiosa punches the
titular Max in the face with her amputated stub, exuding an on-screen strength that subverts both
norm and form. Furiosa’s disability is not depicted as a challenge to be overcome, nor is her physical
lack portrayed as a vulnerability. Furiosa is defined by her abilities, not her infirmities; the character
radiates power that transcends the physical category [36]. Furiosa’s scene is powerful because of the
matter-of-fact treatment of her body. She embraces her form and utilizes it fully; Furiosa’s body just
is. This supercrip portrayal subverts the norm of frail and fragile disabled imagery and draws the
viewer’s attention to ability, not disability. The result is undoubtedly empowering, yet also raises
concerns over a new form of ableist expectation that subjugates the body, an issue I will discuss in the
following sections.

In recognition of empowering portrayals of the disabled body, Sami Schalk called for a reevaluation
of the supercrip stereotype to build a “future scholarship to interrogate supercrip representations
in a variety of cultural arenas,” arguing that “to dismiss outright all representations of supercrips
as ‘bad’ is to disregard potentially entire genres of popular culture productions, ones which tend to
have very large audiences” [29] (p. 84). Schalk focused on the mechanisms of supercrip narratives,
proposing that “supercrip narratives produce . . . representations of purportedly extraordinary disabled
people of three distinct, yet related types” [29] (p. 79). A “regular” supercrip narrative exemplifies
disabled persons who are able to execute normalized tasks; the “glorified” supercrip narrative
portrays accomplishments that challenge the non-disabled; and the “superpowered” supercrip
narrative emphasizes transhuman power [29]. Advances in prosthetics and assistive technology
further transformed the supercrip narrative from overcoming physical trials to sensationalizing the
technological superhuman [37]. The rapid change in the lived-in reality of disability is reflected
in supercrip representations embodying messages of power and interdependency, as the supercrip
“amazes and inspires the viewer by performing feats that the nondisabled viewer cannot imagine
doing” [38] (p. 71). These representations embody possible futures in posthuman development and
demonstrate paradigm shifts in the representations of disability.

Science and technology offer a transcendent way of life that far surpasses rehabilitation or
even the normalized body [39–42]. Technological cures “enable . . . an enhanced functionality” that
allows the body to become “stronger, faster, or more responsive” [43]. Prosthetic augmentations
create a techno-posthuman world “with science as the rescuer of the human from its mortal self . . .
the human becomes an assemblage of parts, conceived of in terms of a machine that can be . . . repaired,
and redesigned” [1] (p. 260). With augmented technology rapidly becoming accessible to the disabled
population, the rebranding of prosthetics as a means of physical empowerment is most prominently
seen in film and popular media, exploring “deviant and disabled bodies . . . whose embodiments are
situated along the entire spectrum of ability” [42] (p. 2). A vast body of works that subvert the abject
to heroic either popularizes heroes whose marked disability becomes their superpower, or showcases
individuals who gain superhuman capabilities through prosthetic augmentation. From the paraplegic
Professor X and the blind Daredevil, to the bionically-sustained Cyborg, disability is portrayed as
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the capability to “conjure a world in which freaks, crips, gimps . . . cultivate a unique power and
perspective outside . . . conformity” [44]. Prosthetically-enhanced supercrips, in particular, became
inspiring images designed to appeal to the general public, images that also represent alternative,
posthuman embodiments. These portrayals fuel the disabled consumer market, advertising physical
empowerment and unlimited possibilities that can be gained through the use of advanced prosthetics.

Empowering prosthetics are prominently featured in Marvel Studio’s Iron Man, with titular figure
Tony Stark transforming from a disabled and disillusioned playboy to world-saving superhero in an
exoskeleton suit. At the beginning of the film, Stark is fatally wounded by an explosion that sends
shrapnel flying into his chest cavity, entering his bloodstream to gradually make its way toward his
heart. To prevent certain death, Stark inserts a miniature reactor into his chest that generates a magnetic
protective field with the added benefits of powering a full-body bionic suit. Though the Iron Man comics
debuted in 1968, the flawed and disabled hero is now an iconic figure in the contemporary marketing
of bionic enhancement. The Iron Man franchise does not label Tony Stark as a triumphant hero rising
above physical impairment; Stark’s disability neither defines nor confines him. Instead, the piece of
shrapnel in Stark’s chest is motivation to continuously navigate new technology that improves his state
of living. Physical empowerment through prosthetic technology is a consistent theme throughout the
series, as Stark continues to improve upon his initial creation. With each installment of the Iron Man
trilogy, viewers see an upgrade in Stark’s armor, with Stark becoming increasingly powerful through
the integration of mechanical engineering and biotechnological science. Stark is a prime example of
the superpowered, supercrip narrative utilized in contemporary film that aims to change society’s
perception of physical disability through empowering representations of high-functioning prosthetics.

Contemporary technology has yet to match Stark’s AI-navigated, G-force-defying Iron Man
suit, though the concept of a bionic bodysuit has been manufactured and proven highly functional.
A product test video released in 2014 by California-based company Ekso Bionics portrays paraplegic
woman Amanda Boxtel walking for the first time in 22 years while encased in a 3D printed exoskeleton
suit. A bionic exoskeleton suit of similar design was featured two years later in Captain America: Civil
War, allowing Stark’s friend to walk again after suffering severe spinal injuries. The exoskeleton suit
allows the paralyzed to regain mobility, inspiring various designs and working prototypes from bionic
engineering companies such as Rex Biotics, ReWalk Robotics, and SuitX. The ReWalk exoskeleton,
for example, uses inertial sensors to detect subtle changes in the user’s center of gravity to provide a
natural gait and stair-climbing abilities [45]. Exoskeleton suits were prominently featured in a series
of promotion videos for the Cybathlon 2016 competitions held in Kloten, Switzerland, as an integral
part of the unique championship for people with disabilities to compete in completing everyday tasks
with the aid of state-of-the-art assistive technologies [34] (pp. 14–15). In China, preliminary tests
on a wheelchair and exo-suit hybrid were conducted and results published in 2019, with engineers
working to elevate motion assistance and motor ability for wheelchair users. Users can move from
sitting to standing positions by changing the mechanical configuration on motorized wheelchairs,
and an exoskeleton function provides movement in knee and hip joints that enables the user to walk.
Apart from an increase in mobility, this also puts forth a solution for complications related to long-term
sitting, such as pressure sores, muscle atrophy, and bladder infections [46]. Although the user’s body
remains encased in an assistive prosthesis, both suit and wheelchair represent empowerment instead
of confinement.

The bionic bodysuit demonstrates a future where physical disabilities are transcended through
technology. This injection of science-fiction-inspired technology into the source material not only
serves as a demonstration of technological capacity, but also blurs the line between literary imagination
and scientific reality, as science inspired by fiction intrinsically weaves into the fabric of contemporary
reality. Later installments in the film franchise introduced an antihero named the Winter Soldier,
an amputee with an ultra-strong cybernetic arm that lends him extreme strength and dexterity in
battle. Marvel’s Winter Soldier brought the franchise back from futuristic possibilities in augmented
physicality to a more conventional form of prosthesis, leaving fans enthralled by the return to an
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identifiable narrative as the Winter Soldier struggles with PTSD while performing extraordinary feats
in hand-to-hand combat. The following year, Marvel’s mother company Disney Inc. announced
a new line of prosthetic limbs co-developed by the UK company Open Bionics that were based on
the same designs as worn by the main characters in their Star Wars and Iron Man franchises. Open
Bionics is part of the Disney Accelerator program, an incubating branch of the Disney Corporation
that invests in new technology and media companies specializing in products that span virtual reality,
artificial intelligence, and robotics. Disney makes equity investments in each of the 11 participating
companies through undisclosed amounts of funding, with the companies receiving guidance from
Disney marketing executives, investors, and established leaders in the industry. The start-up tech
company specializes in creating prosthetic cybernetic arms that operate using sensors attached to
the skin in order to detect muscle movements. These muscle movements control the hand and open
and close the fingers, allowing users to enjoy mobility currently unavailable in traditional prosthetics.
This new line of bionic limbs either features concept art inspired by fan favorite characters, or in the
case of the Winter Soldier and Iron Man, boasts identical designs to the original.

Open Bionics’ company website expounds upon its goal of building and developing the next
generation of bionic limbs and turning disabilities into superpowers. Named the “Hero Arm,”
the superhero-inspired, Disney-branded bionic arms aim to promote the same sense of empowerment
as their film counterparts, making users “feel like superheroes” [47]. With the Hero Arm, a user’s
“limb difference is your very own superpower” [47]. Limbitless Solutions, a 3D printing company,
also designs bionic arms inspired by Iron Man’s super-powered gauntlets. The company’s promotional
video of Robert Downey Jr. delivering a 3D-printed prosthetic arm to a disabled child in 2015
is an example of how science fiction is “used in contemporary social media to promote new
technology” [48]. These collaborations between film franchises and the bionic industry mark a
first in brand marketing as well as indicate a clear recognition of the expansive opportunities in the
disability market. High-functioning prosthetics have now been branded with a “superhero” image that
lends power to those who use them. The superpowered, supercrip narrative not only offers “counter
discursive forays” into the public perception of disability, but also empowers the disabled through
physical advantages that have been widely publicized in popular media [49]. The following section
examines these augmentative advantages in media representation.

5. From Supercrip to Superhuman—Disability as an “Unfair” Advantage

In addition to film representations of prosthetic empowerment, popular media have also become a
platform for the superpowered supercrip narrative and product demonstration. Websites such
as YouTube, Facebook, and Instagram provide an open and indiscriminative medium for the
disabled to share their stories and for innovators to display the latest breakthroughs in technology.
Through YouTube videos, the prosthetically enhanced are able to construct and popularize narratives
that emphasize their capabilities instead of disability. The disabled gain power through public
viewership that subverts the oppressive, able-bodied gaze on the disabled body, and seize control of
rhetoric and perception. Rosemarie Garland-Thomson elaborated upon the “visual relation between
a spectator and a spectacle,” stating that staring at the disabled body is an act that “registers the
perception of difference and gives meaning to impairment by marking it as aberrant” [38] (p. 56).
The gaze able-bodied people direct upon the disabled body is usually furtive: we are taught that it
is rude to stare so “the disabled body is at once the to-be-looked-at and not-to-be-looked-at, further
dramatizing the staring encounter by making viewers furtive and the viewed defensive” [38] (p. 57).
The spectator’s stare “creates disability as a state of absolute difference rather than simply one more
variation in human form,” while at the same time “constitutes disability identity by manifesting
the power relations between the subject positions of disabled and able-bodied” [38] (p. 57). Media
platforms turn this fascination with physical disability into a subversive opportunity to reverse the
power structures between the spectacle and the speculator “that elicit responses or persuade viewers
to think or act in certain ways” [38] (p. 58). The disabled want to be seen, “inviting the gaze of
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ableist culture” to focus on embodiments of “all that is good with a hyper-ableist philosophy: blurring
man-machine, re-enabling disability, blurring the lines between disability and ability” [50] (p. 145).
Through the media, disabled people are able to control, construct, and mold social narratives to fit their
agendas. The supercrip narrative, once stigmatizing, has become a marketing vehicle of education
and product advertising, as well as empowerment for the prosthetically enhanced, with differently
constructed bodies striving to break the constraints of a binary dis/ability discourse [33] (p. 80).

Double amputee Hugh Herr is widely known as a staunch advocate of the empowering proprieties
of prosthetic technology and a physical representation of the empowered supercrip. Herr regularly
appears in YouTube videos, marketing campaigns, or TED Talk presentations to expound upon the
possibilities of prosthetic applications, heavily emphasizing a narrative that focuses on the empowering
freedom of engineered prosthetics and performing physical feats that are elusive to even “normal”
bodies. Herr was severely injured during a mountain climbing incident in his twenties and lost both
legs to frostbite. After surveying the “normalizing” prosthetic limbs that were currently available on the
market, Herr decided that he was “not handicapped; the technology is” [51]. He began to experiment
with unconventional designs that fit a purpose, rather than adhering to normative restrictions. Within
weeks of the amputation, Herr resumed climbing and at the same time, he began modifying prosthetics
to fit his needs. Working with traditional materials at the time, he cut off a heel to reduce weight,
increased his legs’ stiffness when it was necessary, added garden rake-like spikes for ice climbing, made
feet narrow enough to insert into in small cracks, and even altered his height [52]. Within a year of the
amputation, Hugh Herr was able to climb heights beyond the reach of his previously “normal” body.

Herr’s progress has been well documented since the time of his accident, transitioning from the
glorified supercrip hero of the 1980s into an embodiment of superhuman prowess. In a 2014 TED Talk
speech, Herr stated,

A human being can never be ‘broken.’ Technology is broken. Technology is inadequate.
This simple but powerful idea was a call to arms, to advance technology for the elimination of
my own disability, and ultimately the disability of others. I began by developing specialized
limbs that allowed me to return to the world of rock and ice climbing. I quickly realized that
the artificial part of my body is malleable; able to take on any form, any function—a blank slate
for which to create, perhaps, structures that could extend beyond biological capability. [53]

In the years that followed, Herr has made continuous breakthroughs, starting with a
computer-controlled artificial knee in 2003. In 2004, Herr created the Biomechatronics group at
MIT that combines the fields of biology, mechanics, and electronics to restore function to those in
need. In 2007, the Biomechatronics team produced a powered ankle–foot prosthesis, which allows an
amputee to walk with speed and effort comparable to those with biological legs, called the emPower;
a lightweight apparatus that houses 12 sensors, three computers, tensioning springs, and muscle-tendon
actuators. The emPower success led Herr’s team to further their innovative designs in extreme bionics
and build prosthetic legs that not only allow the disabled to walk, but to run, climb, and even dance
with ease [53].

The spokesperson for the center of Extreme Bionics as well as product prototype, Herr quips, “I’m
kind of what they’re selling” [54]. Each presentation Herr gives as a frequent public speaker is a visual
display of the agility and capability of his bionic legs. Herr’s prosthetics, once makeshift alterations of
garden tools he repurposed from his father’s garage, are now sleek, balanced, and intuitively responsive.
Herr wears pants that are tailored just below his knees, exposing the technology of the bionic legs to
the public eye with the company logo proudly displayed on each artificial ankle. With each agile step
taken, Hugh Herr embodies the superpowered supercrip narrative as a techno-marvel that attracts
the attention of both disabled and normative-bodied consumers. During talks and interviews, Herr
constantly directs audience attention to a narrative that emphasizes superhuman capabilities achieved
through technology, explaining that with innovative technology his amputation was an advantage,
not a disability. Though specialized prosthetics gave him the ability to reach new heights in rock and
ice climbing, Herr explained that the double amputation also became a physical advantage, as “his body
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got colder and achier as he climbed but his legs did not. He was able to move faster and higher than
before, in part because the amputations had left him 14 pounds lighter” [55]. In an interview, Herr
said: “My climbing colleagues first labeled me as ‘courageous,’ which is always very demeaning . . .
The second I became competitive; I became a threat. I had a few people threaten to amputate their
own limbs to achieve the same advantage” [56]. The term “advantage” would continue to appear in
conjunction with Herr’s prosthetics.

The advantages of prosthetic augmentation as compared to the “natural” body are also frequently
debated in sports, with double amputee Oscar Pistorius a prime example. The first amputee to compete
in an Olympic track event, Pistorius’ qualification to run in the Olympics came into question with the
IAAF (International Association of Athletics Federations) in 2008. The IAAF published an amendment
of its competition rules in 2007 to enforce a ban on the use of “any technical device that incorporates
springs, wheels or any other element that provides a user with an advantage over another athlete not
using such a device”; this became a defining moment in prosthetic development [57]. Following the
ban, IAAF invited Pistorius to a joint research project that revealed his advantage while running with
prosthetics to be overwhelmingly high, leading to the IAAF ruling Pistorius’ prostheses ineligible for
use in competitions conducted under its rules. Additional studies showed that once a runner on blades
accelerates to top speed, one potential advantage lies in the ability to move the prostheses faster and
with less effort [58,59]. Similarly, the IAAF barred German Paralympic long jumper Markus Rehm
from competing in the 2016 Rio Olympics after Rehm failed to prove his prosthetic leg did not give him
“unfair” advantages. Rehm and Pistorius are prominently disabled under the current social definition,
yet have been accused of unfair advantages over their peers. This dispute can be understood as a
fundamental inquiry into disability and capability. If all sports are meant to be a celebration and display
of bodies that transcend physical limitations, why is a celebration of prosthetic athleticism rejected?
Traditional sports feature the “human” capacity, with athletes performing “natural” skills; however,
with health supplements and analytical training, modern day sports can hardly be seen as exclusive to
the boundaries of human physicality [60]. Soon, augmented bodies will offer a performance capacity
with which “no ‘natural’ body could possibly compete”; therefore, the body’s boundaries need to
expand to include the variations of bodies integrated with technologies we define as posthuman [61].

With articles, interviews, and public speeches meticulously building upon the empowering aspects
of technological enhancement; prosthetics, once representing immobility and exclusion, carry infinite
possibilities with the application of enhancive technologies. Disability is transformed into capability
and disadvantage into advantage [62]. The posthuman body is temporal, malleable, and should
be understood in part through advances in technology that “destabilize any ‘absolutes’ in body
construction” [61] (p. 128). The assumptions we rely upon when constructing the rhetoric of ableism
rely on a notion of “correct” and “normal” human bodies to which we all must conform in order to
be declared fully human [63] (p. 183). In turn, humanity is the end product of a normalizing process
in corporeality and embodiment; the body is not simply a natural and enclosed subject but part of a
social institution; our understanding of embodiments and corporealities is constantly deconstructed
and rebuilt according to social needs, structure, and narrative. Bodies are no longer simply categorized
as abled, disabled, or super-abled, but are part of constantly changing sociocultural frames and
techno-capacity; what is “natural” is change and adaptation to the alternatives. The posthuman
body reveals constant, performative constructions where bodies can be altered and even redesigned.
The examples of prosthetic enhancement of real bodies are testimony to the fact that prosthetic
technology will continuously push the boundaries of physical limitation, leading to fundamental shifts
in normative social paradigms that transform the prosthesis from a symbol of stigma into a highly
desirable commodity for generations to come.

6. Transitioning Boundaries—Building a Posthuman Body of Your own Design

With this in mind, the body as a social institution is unstable, its boundaries negotiable and
in constant transition. The transition from an emphasis on the natural body to the posthuman is,
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as Vaccari stated, an “erosion of the distinction between organism and machine, nature and art,
and the biological and engineering sciences” [64] (p. 138). Vaccari’s argument focuses on Descartes’
philosophical departure from Aristotle’s principles of biology. Aristotle’s biology principles kept living
organisms ontologically bound and whole, differentiating artifacts and organisms through metaphysics
that separate the corporeal and material [64–66]. Vaccari cited Descartes’ Cartesian mechanism as a
rhetoric of posthuman thought, stating that Descartes “blurred the unity and boundaries of living
bodies” by uniting bodies and artifacts under the concept of matter [64] (p. 140). He argued that
“the only natural norm of the body is the mutual interrelation of the organs; we can easily envision the
replacement of certain elements of this arrangement without affecting the ‘nature’ of the whole” [64]
(p. 155). Conventional body boundaries must be replaced by fluidity, in other words, contemporary
society is in a position where a hybridity between the body and prostheses is embraced, pursued,
and constantly reinvented. Our bodies are posthuman; the cyborg is an evolutionary state as well as
the next step of human materiality [67].

In 2011, Herr embellished upon the fluidity of the posthuman body to predict that the prosthesis
will become an extension of our physical form:

As we march into this 21st century, the changes we’ll see in prosthetic designs [will be that]
the artificial prosthetic will become more intimate with the biological human body. There will
be a mergence, if you will. The prosthesis will be attached to the body mechanically by a
titanium shaft that goes right into the residual bone, wherein you can’t take the artificial limb
off. Another intimate connection will be electrical. The nervous system of the human will be
able to communicate directly with the synthetic nervous system of the artificial limb. [68]

Neurologically controlled, feeling prosthetics are much more than a supplementary addition to
the body; they are evolving into an actual extension of our being. It is prudent to assume that soon
our bodies may have little to do with the original state of our birth. Apart from the development in
external prosthetics, scientists have also discovered ways to bring the prosthesis into our body by
means of transplantation. Organ transplants are an established procedure; however, the need for organ
donors far exceeds the supply. An exciting development in the field has been 3D printing technology.
Scientists are now able to “print” artificial organs using biomaterials that promise to one day transform
the market and become an answer to the donor shortage and organ rejection. Disabled or aging bodies
will have the option to “change parts” in order to maintain and even increase physical functionality.
As Herr states, “My biological body will degrade in time due to normal, age-related degeneration.
But the artificial part of my body improves in time because I can upgrade” [68]. This is no doubt a
great step in shaping the human condition at will; we are able to replace our organic bodies with the
customizable and upgradable. By means of science and technology we can look forward to a world
where physical normalcy and normative boundaries are displaced by a new, creative world of our
imaginative design.

In addition to high performance bionic limbs and prosthetic organs, the image of prosthetics is
rapidly evolving past the human form to present a variety of designs and functions. Herr is fond of
reminding audiences how he “viewed the missing biological part of my body as an opportunity, a blank
palette for which to create” [69]. Under the posthuman design, the prosthesis no longer represents a lack
in the disabled body, but the freedom and infinite possibilities in altering and transforming the human
form [58,70,71]. The infinite possibilities of the prosthesis are best embodied by Aimee Mullins, whose
public career began as a record-breaking athlete at the Paralympic Games in 1996. Aimee Mullins’
legs captured the world’s attention not because of their functional innovation, but because of their
unconventional design. Mullins opened British fashion designer Alexander McQueen’s London
show on a pair of hand-carved wooden prosthetic legs made from solid ash. With intricately carved
flowers and grape vines, the prosthetics were designed to look like Victorian knee-length boots with
a Louis heel, pointed toe, and slim ankle. She wears her “Barbie legs” to formal events and is able
to alternate her height between 5 feet, 8 inches to 6 feet, 1 inch. In Matthew Barney’s Cremaster 3,
Mullins changes between legs shaped like a jellyfish to painted cheetah limbs, legs cast out of dirt,
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and transparent polyethylene legs complete with heels; each change of prosthetics represents a shift
in her role and identity in the film. Mullin’s legs have come to be associated with discussions about
the unstable materiality of human bodies, “her prosthesis . . . extends her bodily boundaries and
open and problematizes her sense of identity” [71] (p. 33). The fact that the significance of prosthetic
devices “has shifted from trying to mimic the human form in order to camouflage, disguise and
replace, exhibited symbolic entities which look like machines and evoke a sci-fi futuristic multiplicity
of human and post-human bodily imaginaries” ushers in an age of transgressive design and function
that reconceptualizes body, material, and embodiment [71] (p. 45).

Mullins believes that the new age of prosthetics “can stand as a symbol that the wearer has the
power to create whatever it is that they want to create in that space” [72]. With the infinite possibilities
of prosthetic creation, the disabled can become “the architects of their own identities” and the ability
to redesign disabled bodies becomes a form of empowerment [72]. The body no longer needs to be
accepted in its “as is” condition, but becomes whatever we envision. The possibilities of prosthetic
creations reject the conventional definition of less as lack; “the absence of limbs becomes an open-ended
possibility to reconfigure the appearance and the functionality of human biology in unprecedented
ways” [70] (p. 50). In 2016, San Francisco-based organization KIDmob teamed with 3D-printing and
design software company Autodesk to hold a “Superhero Cyborgs” workshop. Superhero Cyborgs
encouraged kids—both with and without disabilities—to design and build wearable devices that were
potential alternatives to traditional upper limb prosthetics. The kids created their own “superpowers”
through personalized wearable devices that included a five-nozzle glitter shooter, a prosthetic with
a detachable bow and arrow, and an elbow-movement-activated water gun [73]. Prosthetics are
undergoing an “incorporation and projecting” of design, “an unstoppable ‘difference’ that is not about
negation but about the alterity of ‘becoming’ . . . [which] challenge simple figuration and fixity” [22]
(p. 38). These creative possibilities render the ideal, normalized body obsolete; soon our bodies will
either remain in their conventional forms or embrace the conceptual. For future generations, the human
form can be whatever we imagine it to be. We will have the power to “customize” the body to adapt to
different environments, age, functionality, and individual aesthetics.

The branding of prosthetics with superhero imagery as well as studies in augmented bodies’
actual advantages and affirmative power have transformed the disability market. Prosthetics are less
representative of stigma and more an invitation to explore the differently abled body’s capabilities.
In the near future, physical augmentation will no longer be a response to infirmities but a neo-liberalist
choice to embrace diverse embodiment. However, as with all neo-liberalist choices, the power to
enhance and redesign our bodies comes with social costs and moral responsibilities that must be
thoroughly addressed. The questions I propose here are not what we can do with technology, but rather
questions of how to reinforce a universal respect for diversity as well as promote equal access to viable
resources. The power to genetically alter, bionically substitute, and otherwise hybridize our physical
materiality deconstructs past definitions of human corporeality and individual agency. Augmentative
technology undoubtedly provides an advantage to enhanced bodies, yet will disability be eliminated in
a future where prosthetic enhancement is open to all? Or will biotechnology subject unaltered bodies
to an even more severe regime of normalcy so that the “human capital” becomes a new determinant of
social caste?

7. Bioethical Concerns and Uneven Access—Posthuman Disability and Peripheral Bodies

With the increasingly creative and seamless integration between prostheses and human bodies,
“ableism” no longer solely represents physical performances of the body “occurring in natural
embodiments and corporealities” [63] (p. 185). The body’s boundaries are extended beyond the casing
of flesh and bone; the “natural” body becomes the posthuman.

As with all innovative technology, prosthetic extensions come at a cost that raises bioethical
concerns. In terms of social costs, critics believe that prosthetic technology will add to the stigmatizing
effects of disability simply because these prosthetics will also aid people without disabilities, while the
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disabled remain so. Many believe that prosthetic enhancement will further marginalize disabled
people by raising the benchmark for ableism, allowing stigma to continue under a new form and
narrative [50,74,75]. Susan Wendell posited that advertising the disabled, enhanced hero “may reduce
the ‘Otherness’ of a few people with disabilities, but because it creates an ideal that most people with
disabilities cannot meet, it increases the ‘Otherness’ of the majority of people with disabilities” [76].
Prosthetic enhancement adds to the ableist stigma by asserting that disability is acceptable as long as
the disabled are able to receive a prosthetic cure and “pass” as “whole” [34] (p. 24). The supercrip
narrative and posthuman biotechnological efforts, while empowering the disabled, are in fact far more
concerned with a “transhumanization of ableism” that will “impact what we perceive as healthy bodies
leading to the transhumanization of the meaning of health . . . the scenario where only certain beyond
species-typical body abilities are seen as healthy” [77]. Prosthetically-enhanced physical performance
“reifies a particular conception of a normal body, creating an expectation that all disabled bodies
should achieve” [61] (p. 56). These expectations include a “new era of disabled athleticism—buffed,
muscular, yet technologically supplemented bodies—promising all of the transcendent capacity a
hyper-medicalized culture could offer” while demonstrating a seamless connectivity between the
corporeal body and the prosthesis [18] (p. 117). Cynthia Bruce worried that an insatiable pursuit of
physical enhancement will further the benchmark of ableist marginalization for disabled people [75].
The biggest question is if the disabled will be further excluded from society “for not having hyper or
super abilities, which may be the primary feature for defining a ‘normal’ person in the coming age” [34]
(p. 29). Certainly, an amputee with a bionic leg would enjoy more physical mobility than an amputee
with a traditional prosthesis and be seen as able in comparison; ableism is therefore determined by
prosthetic performance [74,78,79].

In terms of monetary cost, scholars and activists such as Goggin and Newell questioned the
“‘commonsense’ notion of people with disabilities inherently benefiting from new technologies” [80].
In 2013, ballroom dancer Adrienne Haslet-Davis’ leg was amputated after being hit by shrapnel in
the Boston marathon bombing. Haslet-Davis later became part of Hugh Herr’s “New Bionics Let Us
Run, Climb and Dance” TED Talk presentation, where she spun and floated across the floor with the
latest bionic limb, to a standing ovation. As incredible as the moment seemed, Haslet-Davis was only a
test participant; she was not able to keep the prototype that cost millions to reproduce. Herr’s facility
fit rock climber Jim Ewing in 2018 with a newly designed ankle–foot prosthetic that is thought to be
responsive and allows him to feel the appendage through neuro-stimulation, yet the prosthetic is also
a prototype that Ewing will eventually have to return. Haslet-Davis and Ewing were both part of a
research project and would not be able to keep the advanced prosthetics. However, the exorbitant
cost of high-functioning bionic limbs begs the question of who will be able to afford these prostheses
once they are available on the market. In “A Leg to Stand on,” Vivian Sobchack noted that her own
“rather ordinary” AK leg cost $10,000 to $15,000. The well-known sprinting “cheetah leg” is at least
$20,000 per leg, whereas stair-climbing bionic legs range from $40,000 to $50,000, a price range that is
hardly affordable for the average person [81] (p. 31). Advanced prosthetics are not covered by health
insurance policies, therefore the access to such technology is rapidly becoming a reflection of financial
power and serves as a watershed between the advantaged and disadvantaged [34] (p. 33).

In the glamorous façade of twenty-first century biotechnological progress, prominent rifts have
begun to surface. Disabled people using the latest assistive technologies are a natural constituency
for prosthetic enhancement, yet disability remains rooted in “the political economic realities of
capitalism” [82] (p. 199). The paradox between the commodification of assistive technology and the
social reality of disability is a prominent issue, with Snyder and Mitchell arguing that

the particularities of bodily accommodations necessarily send people with disabilities into
circulation as consumers of medical and social services assistance. This entry of disabled
“consumers” into market systems becomes an odd and nuanced affair in that the basis of
those classified as consumers usually require “purchasing power,” the one thing that the
majority of disabled people do not possess. [18] (pp. 114–115)

93



Philosophies 2020, 5, 11

At present, biotechnological marvels remain a form of class consumption. Advanced technology
is only open to those who can afford the purchase, causing people in one country to experience the
same impairment differently, based on their socioeconomic status. The “have nots” and the “haves”
will lead directly to an “ability divide” that is not only reflected by individuals, but sets a division
on a global scale [83]. Since “all subjects in modern, liberal, technologized, and consumerist social
orders are medical subjects—or perhaps more precisely medical consumers,” the main disabling factor
is no longer impairment but access to technology [84]. In other words, this new model of disability
is very likely to “generate new ability divides as well as gradations of wealth from techno-poor to
techno-rich” [50] (p. 161).

James I. Charlton examined the relationship between the current socioeconomic system and the
disabled experience to reveal a commonality between disabled persons and the “world’s poor” in
impoverished areas all over the globe [82] (p. 195). Technological advancement “does not occur as
something separate from ideology and stigma” but rather reinforces stigma under a different structure
of disabling due to disabled and disadvantaged persons’ peripheral alienation [82]. Charlton believed
this structuring force to be “the commodity form” that is “control (rooted in unequal relationships),
hierarchy, commodification, and mystification” [82] (p. 196). Disabled persons are often situated in
the poorest and most marginalized communities, resulting in a “double outcast” phenomenon that
Charlton sees as a “pattern of periphery, even in the most varied places, that reveals a deep force
immanent throughout the world system that is both hidden and hides many reasons for the disability
condition” [82] (p. 196). An example of this pattern is seen in Laos, where many victims of war remain
in handmade stumps and pegs, whereas prosthetics provided by rehabilitation centers are plastic,
mannequin-like affairs operated by pulling a belt [84]. Regardless of where they are, the majority of
people with disabilities remain on the periphery and are excluded from positions of capitalist gain.

Disabled persons are “locked into subalternity, the underclass, institutionalized dependencies,
the peripheral everywhere” [82] (p. 198). Without access to technology, disabled bodies remain
peripheral bodies; disabled people are “outsiders in core capitalist countries” [82] (p. 195). In short,
stigmatizing social structures have not changed, the “conceptual schemas and mind maps of ableism”
remain intact, while the “pool of the remnant, the ‘have nots’ and ‘not quites,’ grows larger and more
diverse” [74] (p. 63). Access to technology is determined by an economic difference that is reflected
in social differences; in this day and age, restricted access to technological devices and knowledge is
arguably more disabling than limited mobility and is a criterion that applies to all of us. Access to
technology determines the opportunities of an individual and is rapidly overtaking physical ability
as a main disabling factor. Apart from relying on close supervision to construct an equal access to
technology and information, how are we to bridge the gap between the haves and have-nots?

8. Concluding Thoughts—Bridging the Gap through Interdisciplinary Education

Disability scholarship and posthuman discourse are tasked with ethical debates that go above
and beyond merely extending the boundaries of what we perceive as human. A disability-conscious
bioethical viewpoint provides focus for social justice and equality; in addition to emphasizing an
inclusive participation of people with disabilities in society, a respect for difference and accessibility
are needed to prepare humanity for the changes ahead. Finding new and alternative modes of political
and ethical agency for our technologically-mediated world is imperative to closing the differences
between techno-capitalist gain and bioethical concerns. One solution to this challenge is to provide an
interdisciplinary approach that balances the debate between scientific advance, capital gain, and social
equality. In order to embrace “the liberatory and even transgressive potential of these technologies,”
we must also take precautions against “those who attempt to index them to either a predictable
conservative profile, or to a profit-oriented system” [10] (p. 58). Braidotti urged us to focus on a
“technological mediation” that is central to “a new vision of posthuman subjectivity and . . . provides
the grounding for new ethical claims” [10] (p. 90). An interdisciplinary, bioethical vision exhorts us to
“move forward into multiple posthuman futures . . . in a new global context and to develop an ethical
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framework worthy of our posthuman times” [10] (p. 150). Creative, intersecting thought provides a
way for new alliances between the humanities and the sciences, resulting in emerging fields such as
the medical humanities and interdisciplinary education [10] (p. 145). Garland-Thomson, in particular,
advocated for a “disability cultural competence” that enforces the knowledge of interdisciplinary
studies in both practice and policy [85] (p. 328). Converting disability theory into usable disability
bioethics, she argued, will “strengthen the cultural, political, institutional, and material environment in
which people with disabilities can most effectively flourish” [85] (p. 331). Certainly, an interdisciplinary,
bioethical vision invites more thought about creating fair opportunities for the disabled, as well as
builds a sustainable infrastructure that embraces diversity and allows for equal access.

The future of the posthuman lies not in the unbound efforts of technological growth, but in
an interdisciplinary education that combines the humanities with scientific knowledge to teach a
new and alternative mode of agency. Part of building a sustainable, equal future is creating equal
opportunities through education. An interdisciplinary education that publicizes scientific knowledge,
ethical guidelines, and open access should be as important as the technology that drives our progress.
The focus of interdisciplinary education is not a “tur[n] backwards to a nostalgic vision of the
Humanities as the repository and the executors of universal transcendental reason and inherent moral
goodness,” but should emphasize a move forward into multiple posthuman futures that provide
equal opportunities in its stead [10] (p. 150). Similarly, Aoun appealed for a reformation in different
approaches toward teaching the humanities and expounded upon the significance of human agency
and creativity in influencing the impact of technology to propose a learning model of “humanics” [86].
This integrative alliance between the sciences and the humanities has become highly important, not only
to address the new ecologies of becoming and belonging, but as a necessary response to the subsequent
ecopolitical impact. Interdisciplinary education is crucial to promoting technological literacy, as well
as to increasing equal access and sustainable development.

Interdisciplinary education paves the way for an equal future, taking into account the elements
of creativity and imagination that allow us to embrace diversity and pursue alternative forms of
the posthuman. The human race should be able to improve upon our physical conditions, with the
acknowledgement that all forms of enhancement and prosthetic extensions are just as much part of
our embodied experience as flesh and bone. However, this turn to posthuman embodiment should
not be restricted to merely applauding the marvels of biotechnology and commodifying futuristic
design, but should also include diverse forms of the differently abled, whether the body is enhanced or
not. In other words, we can embrace biotechnology as a welcome form of choice that should not be
considered mandatory, nor should it be a consumerist luxury only made available to the financially able.
Above all, interdisciplinary humanities must include discussions about providing equal opportunities
to all its adherents. This innovative agenda will continue to inspire affirmative alternatives in new
forms of subjectivity, as well as urge us to rethink embodiment in a sustainable future.
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Abstract: As we learn more about how the brain functions, the study of the brain changes what we
know about human creativity and innovation and our ability to enhance the brain with technology.
The possibilities of direct brain-to-brain communication, the use of cognitive enhancing drugs to
enhance human intelligence and creativity, and the extended connections between brains and the
larger technological world, all suggest areas of linkage between intellectual property (IP) law and
policy and the study of the brain science. Questions of importance include: Who owns creativity in
such a world when humans are enhanced with technology? And how does one define an original
work of authorship or invention if either were created with the aid of an enhancement technology?
This paper suggests that new conceptualizations of the brain undermine the notion of the autonomous
individual and may serve to locate creativity and originality beyond that of individual creation.
In this scenario, the legal fiction of individual ownership of a creative work will be displaced, and as
this paper warns, under current conditions the IP policies which may take its place will be of concern
absent a rethinking of human agency in the neuropolitical age.

Keywords: human enhancement; intellectual property; copyright; neuropolitics; brain science

1. Introduction

In 2019, researchers announced a noninvasive experiment using the human brain to control a
robotic arm through a brain-computer interface [1,2]. In addition, in 2019, Brainnet, the first successful
brain-to-brain direct interface for problem solving was announced [3]. In September of 2020, Finnish
scientists reported what they believe to be the “first study to use neural activity to adapt a generative
computer model and produce new information matching a human operator’s intention”, meaning that
using a brain-computer interface (BCI), the scientists were able to generate images of what the humans
in the experiment were thinking [4].

Related efforts to enhance the capabilities of the brain include Elon Musk’s Neuralink, a project
looking at how to create a future where the brain seamlessly and telepathically integrates with
technology [5]. No longer science fiction, these examples show that technological advances have
brought us to a present where it is possible to link the human body and brain with devices and to
network brains via computer. As we enter this particular technological future, it serves us to think
critically not just about the technologies we are creating but how we are shaping these technologies
and the ultimate implications such conceptualizations will have on creativity and the ownership of
creative works under intellectual property (IP) law. When scientists can now pull images from your
brain and draw them as graphic depictions of what you are thinking, what does originality mean and
who is doing the creation?
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Technologies that enhance the human brain have the potential to vastly expand our creative
capacity. However, as we will argue, such technological enhancements can also be a threat to individual
autonomy by further decentering acts of innovation and creativity as belonging to an individual.
Certainly, claims of ownership that ignore the social nature of innovation in favor of individual
assertions of originality are problematic. However, even more concerning is the possibility that
when the very boundaries of the human body are disrupted by technologies that reimagine how
we communicate with each other, what has been considered the creative or innovative work of an
individual can be more easily appropriated by those who own these enhancement technologies.

This article seeks to make a futures-inspired intervention into understanding the political economy
of the enhanced brain and the possible futures for IP control that emerge through such enhancement.
We discuss human creativity in the context of neuropolitics, where the underlying assumptions of
what it means to be an autonomous individual are challenged and rethought because of what we are
learning about the brain and human consciousness [6]. We argue it is important to take seriously how
brain science influences the assumptions used to construct public policy. One central question we raise
is who will own the output of creative work in the neuropolitical future; that is, in a future in which
human enhancements contribute to work typically deserving copyright or patent protection?

When thinking of possible futures, what if, for example, a pharmaceutical company already
primed to aggressively assert ownership over its patents, and one that already requires employees
to sign over any intellectual property they create, develops a cognitive enhancing drug designed to
amplify human creativity. It only takes a small shift in interpreting copyright law and a creative
contract to claim ownership in the resulting innovation for the company. After all, companies already
assert ownership over a wide range of intellectual property created by their employees.

Further, what if a company requires the use of cognitive enhancing chemicals in order to secure a
more productive and innovative workforce—a work made for hire doctrine on steroids? How will
we demarcate the distinction between humans integrated into machines and the work of machines
as independent creators? The next generation of software that writes creatively or enhances the
creative work of a human author may include a click-through license with language requiring rights
to the final product or coauthorship at the least. When humans are the mere raw material for the
output of brain-computer interfaces, now integrated into all technological devices, will their creative
contributions even be acknowledged? Unless our understanding of human autonomy within the
context of modern capitalism and legal schemes changes, the future is most likely one of dystopian
corporate control, one where human enhancement benefits those who have engineered them as they
increasingly claim the work done by others.

As a work of future envisioning, we seek to follow the threads of the present into possible
futures where what seems mostly harmless (or unlikely) today could take on new and more sinister
meaning. In doing so, we first look at the current state of intellectual property within the context of
authorship and ownership. Second, we will look at how theories of extended mind allow for claims of
ownership by those owning the technologies of extension rather than the individual who has used
these technologies for creation. Third, we articulate the theory of a neurochemical brain—the brain as
enhanced by modern chemistry—to posit yet another possible future where an individual’s ownership
of their creative work is undermined by alternative claims to who has made the creative contribution.

2. Grounding Intellectual Property in the Individual: Authorship and Ownership in the Age of
Cognitive Capitalism

Copyright and patent law in the U.S. are designed to balance the interests of the individual author
with the larger public good. Both copyright and patent law are based upon assumptions about the
origin of creativity and innovation in the mind of an individual who produces or invents something.
The protection of IP exists to incentivize this individual to share their creation with the larger public
by extending limited monopoly rights to them. The romantic basis of authorship in the individual
author or inventor is foundational to copyright and patent justifications worldwide [7–10]. While
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Europe tends to recognize the moral rights of authors in a more detailed matter than the United States,
the utilitarian nature of American copyright law makes it far easier to disassociate creative work from
an individual creator. Even so, expression as unique to the individual and the idea that the individual
expresses their creativity in isolation from others is critical to how both patent and copyright law
justify the protections these legal regimes grant. Infringement is the appropriation of someone else’s
expression in copyright or someone else’s invention in patent or an appropriation of some portion
of their creative work. The law assumes the autonomous individual author and then plays referee
between too much appropriation of what someone else created.

This underlying privileging of the individual author for the purposes of assigning rights under
the law demonstrates the importance of the autonomous individual for how we tell a story about
what intellectual property protects. However, from their inception, such rights were alienable and
assignable [8]. Furthermore, while patent protection in the U.S. ends after only twenty-four years,
copyright lasts for the life of the author plus 70 years, meaning numerous works of individual authorship
are no longer owned by their creator but their relatives or savvy business partners. Such assignability
means that we now live in a world of concentrated intellectual property wealth [11]. Thus, despite
locating creativity in the individual, there are already mechanisms in place to assure that any creativity
emerging from the mind of an individual can be appropriated and owned within the larger economic
structure that is cognitive capitalism [12].

While scholars have critiqued the political economy of IP that allows for the concentration in
ownership, such critiques have not fundamentally altered the basic rules of these IP regimes [13–15].
Thus, while in theory individual minds create, those creations are ultimately owned by others,
either through the assignment of rights or through the law itself.

Copyright, for example, includes the work made for hire doctrine that assigns ownership of
copyright to a company for the work of its employees and allows for corporations to “stand in as
the sole author” of such works [16]. While patents must list the human inventors, patent rights can
and are assigned to companies who fund the inventive work [16]. Both patents and copyrights can
thus decenter the individual author by assigning ownership of copyright not to the creator but to a
company for whom such a person works.

To look at how individual authorship is decentered from a different angle, copyright in the U.S.
defines the author in statute, thereby providing legal authority to add or remove what kind of authors
can assert copyright protection at all. For example, legal decisions are not works of authorship under
the law [17]. Additionally, the 9th Circuit recently held in the infamous monkey selfie case that
animals do not have statutory standing under the U.S. Copyright Act and so cannot sue as authors [18].
The Copyright Office agrees that animals cannot be authors. When updating their compendium on
copyright practices, the U.S. Copyright Office specifically precluded copyright from extending to
animals or to works created by machines, indicating that to be registered for copyright protection
“original works of authorship must be created by a human being” [19]. These are interesting decisions
but do not directly address the issue of copyright or patent ownership for works or inventions produced
with the aid of a cognitive enhancement.

Given the statutory nature of authorship, the interpretation of what constitutes original authorship
and who contributes can shift over time. The claim we make in this article is that as we learn more about
how brains function and as additional enhancements for human creativity make it clear that it is not
the autonomous individual working alone that creates but rather the networked and chemically altered
human that creates, the boundaries of ownership (which have always been a legal fiction) will become
even less solid. Into that space will come additional claims of ownership by those facilitating creation
because as our new understandings of the brain demonstrate and new technologies make possible, the
human brain is no longer isolated within the body. The brain has been extended, chemically altered,
and reproduced in ways that will further undermine the already tenuous ownership rights individuals
assert over “their” creativity.
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The prevailing political approach to IP is to increase punishment for infringing IP rights and
to further concentrate ownership over the world of ideas [11]. How the law is shaped in the future
to further enhance such ownership may draw upon how we understand originality and creativity.
New scientific innovation displaces that creativity from the individual author and places it onto
networked minds or technological enhancements. Thus, this article suggests that we ought to be
cautious about where the paths of research take us as we enter a neuropolitical future lest we become
the monkey in future copyright calculations—not the originators of creativity because, as the argument
will go, such creativity is located in the alterations we have made to our brains not in the individual
human brain at all.

3. The Extended Mind

In the late 1990s philosophers Clark and Chalmers put forward the idea of the extended mind,
arguing that cognition went beyond the brain to include devices used by individuals to retain knowledge
and help them engage in daily life [20]. While the initial thesis used the notebook of a man (Otto)
with Alzheimer’s disease as an example, the logic of the extended mind is easily translatable into
contemporary usage of technologies not envisioned in the 90s, including the ubiquitous adoption of
“smart” phones, tablets, computers, Google searches, and much more.

The theory of the extended mind acknowledges that the brain/body/world barrier is artificially
constructed and much more permeable than advocates for autonomous individuality might wish to
make it [20]. This model takes as its starting point an integrated connection between the human and the
larger world. Such a connection acknowledges that the human brain is already deeply integrated into
technologies that undermine the brain/world barrier. While use of the Internet and data storage and
retrieval systems come to mind quickly as evidence of the extended mind, other layers of brain/world
interactions such as neurocontrolability via architecture can also explain how the extended mind may
come into being and the possible controls over it.

Later work by Clark defended the extended mind theory in the context of cognitive tools outside
the self, and used the concept of “ecological control”, where we see ourselves “as biologically-based
(but not biologically imprisoned) engines of ecological control” which “may help us to develop a
species self-image more adequate to the open-ended processes of physical and cognitive self-creation
that make us who and what we are” [21]. The extended mind hypothesis along with even more
radical conceptions, such as Wendt and Kauffman’s quantum mind hypothesis, insist on preserving
the concept of mind as distinct from brain [22,23]. Thus, the brain of the extended mind is materially
situated and no longer confined within the body.

The extended mind thesis is difficult for many to accept because it displaces agency, but it is
also quite compelling because we all engage in daily “outsourcing” of cognition to the devices in our
possession and the institutions that structure our lives. As a result, Clark and Chalmers’ thesis caused
considerable debate amongst cognitive scientists, philosophers, and others. Some sought to defend a
more unitary sense of individual cognition and worried about “cognitive bloat”, where everything
became labeled as part of our cognitive processes once the brain/body barrier was disrupted [24].
Because the extended mind thesis undermines the centrality of the individual mind in the cognitive
process, much of the debate about this thesis can be characterized as either affirming how lines between
the individual and others are blurred or, as an effort to shore up our belief in the supremacy of
individual cognition as distinct from external factors.

Some scholars offer objections to the thesis arguing that an “external device” cannot store a
“person’s beliefs because the stored statements do not have intrinsic intentionality” [25]. Others take
on the concept of social cognition and argue against the notion that the Internet (or other devices) can
function as an external mode of cognition. While we may have become reliant upon Google to seek
out and store information for us, Huebner argues that it is merely a “contextual factor that affects the
operation of an already existing cognitive system” [26].
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More recently, efforts have been made to refine the concept of the extended mind. Gerken suggests
the concept of outsourced cognition as an alternative hypothesis to the extended mind thesis [27].
Outsourced cognition retains the notion of the individual but acknowledges that some cognitive tasks
occur outside the individual. However, unlike the extended mind thesis where cognitive parity is
assumed between the human mind and external agents, outsourced cognition assumes a disparity
with the human mind remaining central and in control of cognitive processes [27]. Gerken sides with
those who reject the extended mind hypothesis, while also acknowledging the interrelationship of the
individual to his or her external environment. Others seek to understand the larger social environment
and its role in cognition.

Gallagher, for example, pushes the concept of the extended mind further and proposes the concept
of a socially extended mind [24]. The socially extended mind takes into consideration the importance
of social institutions as modes of cognition—legal institutions, cultural institutions, and so forth [24].
Institutions are part of our cognitive process and have been collectively created to help store human
memory [24]. While institutions (beyond actual technological devices) serve a role in structuring
human cognition, Gallagher seeks to avoid the accusation of cognitive bloat by suggesting that only
when an individual engages with a specific social institution does it take on a cognitive role [24]. As a
related example, Susan Goldin-Meadow and her team at the University of Chicago showed how the use
of simple finger gestures can help “offload” some of the cognitive load during mathematical grouping
exercises. Those who used their hands in the calculations were faster and more accurate than those
who did not [28,29].

Another avenue of critique and extension of the extended mind theory comes in the form of
questioning the way memory is conceptualized [30]. Is external “memory” as described by Clark and
Chalmers really memory at all? Michaelian argues that external memory and biological memory are
distinct and both cannot be considered “memory” in the same context [30]. Clark and Chalmers use
a relatively simple analogy of how memory functions to set out their thesis, positing that using a
notebook to remember is the same as using one’s own biological memory. However, a notebook or
computer “remembers” very differently from a human [30]. In fact, as others have pointed out, memory
itself is inherently faulty [31]. Michaelian argues that instead we need to focus on the interactions
between biological and external memory, given that the categories are so different [30]. That being
said, he supports the conclusion that devices external to the person are cognitive aids but questions if
they can be called memories.

One question raised within the context of the extended mind is where we should place “epistemic
credit” for forming beliefs [32]. Given the notion that cognition happens outside the individual or
can be attributed to different agent’s and their influences on the individual, it may be that the credit
for knowledge generated must be assigned outside the individual mind [32]. What Proust calls
dynamic coupling means that processes outside the brain may be responsible for new memories, skills,
or knowledge and we must then ask what type of credit needs to be attributed to these external forces
in cognition and the formation of beliefs and ideas [32]. To Proust, an individual working within a
“social scaffolding” must give “epistemic credit” to the social structures that makes their cognition
possible. Those who work outside a given social scaffolding can take additional epistemic credit for
themselves. Such epistemic credit and social scaffolding set up a different method of ascertaining
ownership in any type of intellectual property.

Proust compares Sally, an experimental psychologist, to Srinivasa Ramanuja, a self-taught
mathematician. Sally received an excellent childhood education, enjoyed an “epistemically favorable
environment”, was trained in using software such as MatLab and educated in how to conduct
appropriate experiments. As a result, “epistemic credit should be spread to all the agents, machines
and software that contributed to her mind being shaped “in the right way” for significant outcomes
to be produced [32]. Ramanuja, in contrast, is “a self-trained mathematician from India, contributed
major results to mathematical analysis, number theory, and many other mathematical domains” [32].
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With a much more limited social scaffolding in place, more epistemic credit ought to be extended to
Ramanuja than to Sally according to this logic.

Such questions of attribution, prior to the extended mind thesis ended at the individual. While the
individual might acknowledge the support and help of others (remember the classic quote from Newton,
“If I have seen further, it is because I stand on the shoulders of giants”, it remained unquestioned
that it was the individual who was responsible for the creative act. No matter which permutation of
the extended mind, or extended cognition thesis you accept, once the brain/body barrier is broken,
the range of agents from social structures, individual educators, technological devises, cognitive
enhancing drugs and much more, become relevant to any claim of creativity and hence ownership.
Thus, the extended mind thesis opens up new options for claiming ownership in the context of IP laws.
In an era of cognitive capitalism such arguments merely ensure enhanced inequality as ownership is
concentrated even further by those owning the contemporary means of production [12].

If indeed individuals owe some amount of epistemic credit to the extended cognitive and social
structures that make their knowledge possible, we might want to be more cautious about who,
what, and how patents over neurotechnology are granted. Between 2010 and 2014 neurotechnology
patents rose dramatically, from 800 in 2010 to 1600 in 2014 with the biggest patent awardee being the
consumer-research company Nielsen [33]. Nielsen and other advertising companies are preparing to
dominate in a neurotechnological age where they can control (via patent ownership), “ways to detect
brain activity with EEG and translate it into what someone truly thinks about, say, a new product,
advertising, or packaging [33]. Other companies are also patenting neurotechnological innovations.
Microsoft, for example, holds patents “that assess mental states, with the goal of determining the most
effective way to present information. If software knows a user’s attention is wandering, it could hold
back complicated material” [33]. Or consider Microsoft’s patent that “describes a neurosystem that
claims to discern whether a computer user is amenable to receiving advertisements” [33].

In each case, the symbiosis between a technological device and the individual human brain is
clear. As part of an extended mind, an individual using such software becomes part of Microsoft’s or
Nielsen’s neurosocial order. If Microsoft controls how you access and view information based upon
feedback from your brain, but does so in a way that further enhances your ability to think and produce,
what portion of that productive product can they claim? Take for example, the use of the AI algorithm
GPT-2 that a business graduate student used to write his term papers. He contributed an outline and a
few sentences and the algorithm did the rest [34]. It only takes a few additional sentences in the end
user licensing agreement to assert copyright control over the final product produced with the help of
next generation technology tools that do most of the cognitive work for its human user. While the
graduate student using GPT-2 indicated the quality was merely adequate to get a passing grade, it is
only a matter of time before quality improves. In fact, the newer version of GPT-2, GPT-3 was recently
given a byline in The Guardian for writing an essay on why we should not fear AI, an essay where the
human contribution was a few sentences with the AI writing the rest [35].

Brain scientists are now able to view images a human mind is creating, tapping directly into the
brain to do so [36]. Scientists can view movies the subject has already seen and these scientists believe
this technology “paves the way for reproducing the movies inside our heads that no one else sees, such
as dreams and memories” [37]. If scientists can pull from our brains internal thoughts and memories,
how might we construct ownership over the resulting images? So, for example, in a profit-oriented
technologically driven world, what stops an enterprising company from harvesting these thoughts
and memories for future creative work owned and produced by them? Imagine a company using the
work made for hire doctrine to tap into its employee’s minds to mine for creative works.

In yet another possible scenario, scientists have now successfully established brain-to-brain
communication using the Internet, both with a human/rat interface (where the human was able to
move the rat’s tail) and a human/human interface [38]. A recent effort at collaborative problem solving
using networked brains is “Brain Net” [3]. While still more science fiction than science fact, research is
being done to establish neural communication possibilities that further integrate the human mind with
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future nano-based technologies [39]. What happens when we do not modulate our IP laws but IP is
literally streaming through our heads via the neuronet of the future? Such a world takes the concept of
piracy to an entirely new level.

When viewing the extended mind produced by technological enhancements to the mind, we are
posing questions about what the future looks like with only minor adaptations to how we conceptualize
ownership of IP. The groundwork is already set because while ostensibly built upon the romantic
author, the individual has almost always been required to give up control of IP to the corporations
that produce it. The insertion of enhanced extended mind technologies disrupts the barriers between
human brains and the larger networks that inspire creativity and thus have the potential to further
displace who owns creativity. In doing so a gap is opened where the companies that already benefit
from ownership of IP will be set to further monopolize creative property of the future.

4. The Neurochemical Brain

In 1781 Immanuel Kant published what is still the most robust philosophical description of
what constitutes consciousness as an autonomous and unique capacity of the human species [40].
That there is knowledge from an inner world that is not merely contingent upon sensation is one of
the most sacred conceptions of what it is to be human. Creativity, or the labor of creating new ideas,
is conceptually dependent upon the philosophical foundation that the human mind is somehow above,
or at least separated from, the matter that is its substrate for action, the brain, and its substrate for
provocation—external reality [41]. The mind, for Kant, was categorically different from the brain and
the seat of human freedom, creation, and intellectual capacity. To use phrases such as “intangible
property”, or so-called “creations of the mind” is to invoke a Kantian proposition widely accepted
since the end of the 18th century.

In establishing the mind as another world from material experience, both the creator and the
substance of IP is invented. In no other economic era could Kant be as significant as to the era of today’s
idea economy. What others have called cognitive capitalism is organized by the ability to monetize
brands, ideas, processes, and even origins as protected assets [12]. In a world in which companies are
often worth more before they exist than after, the realm of ideas, of mind, is essential [42].

However, the grounds on which Kant made his claims for a representational mind are quickly
eroding in an era in which brain-to-brain emails have been sent without the use of language or meaning
making [43]. The distinctions philosophers often make between states of mind and brain states seems
less and less cogent after decades of psychopharmaceutical use as well as increasing research into the
application and significance of psychotropics once thought recreational such as LSD and MDMA [44].
Chemical interventions into the brain combined with more refined research on electrical stimulation,
such as deep brain stimulation used to treat severe depression, suggests that what we understand
as the mind is plastic and malleable. Furthermore, the notion of self which we correlate to mind is
not under its own dominion but can be altered as well as steered by means we would not think of
as within the Kantian understanding of consciousness, meaning that the self is not changed through
rational means of persuasion or self-discovery but through altering the very condition of possibility
for consciousness itself [45]. To invoke the work of Catherine Malabou, the brain is plastic, it is an
organ capable simultaneously of being altered and altering itself [46]. In fact, according to Malabou,
it is precisely this torsion between being formative and formable rather than either independent or
determined which allows for education, agency, and creation to coexist in the human brain such that
something like intelligence can emerge [47].

In this section we will describe changes in the technological capabilities being made possible from
the image of a plastic chemo-electric brain where the human self is reachable by means far outside the
bounds of reason. The speculative extrapolations emanating from this type of contemporary research,
we believe, demonstrates how the current conception of legal individuals on which property rights,
particularly intellectual property rights rest, may come under significant stress as the individual comes
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to appear much less singular and much less independent, not only from their external environment—the
extended mind—but even from their internal environment—the realm of serotonin and neurons.

In June of 2019, Vetere, Tran, Moberg, et al., published “Memory Formation in the Absence of
Experience” in the pages of Nature claiming that they had determined a means by which memories
could be created in mice sufficiently complex to guide the future behavior of the mice. That is, the mice
could remember experiences that they had not had, which then, upon the replication of the memory in
the amygdala, created aversion or attraction to things the mice had not previously encountered. In the
words of the researchers, “given this current level of understanding about how memories are localized
and coded in the brain, it should be possible to reverse engineer this process and artificially implant
a memory for an otherwise never experienced event” [48]. The process involves a combination of
olfactory and electrical stimulation to coordinate the production of a neuronal pathway which can
be recreated in the presence of a future encounter. Unlike the behavioral conditioning of Pavlov or
Skinner, the mice in this study were being trained without the trial and error experience that would be
either rewarded or punished. Mice in this experiment were being steered toward a future that did not
depend on a present they had experienced. Or, to put it another way, the mice were learning from
mistakes they have not yet made.

In the immediate aftermath of the announcement, ethical questions emerged about what this
research meant for the future of humans. Neuroscientist Robert Martone penned an editorial for
Scientific American suffuse with dystopian peril and gloomy prospects for human accountability and
the possible uses of these techniques by military agencies such as the infamous Defense Advanced
Research Projects Agency [49]. The concern of Martone and others focused on the ways memories
might be removed, particularly in the context of war, such that war crimes could be wiped from the
brains of the soldiers that had committed them.

Certainly, the veracity of one’s own memory plays a significant part in one’s sense of responsibility.
One can hardly feel guilt or remorse for something one has no memory of having committed. However,
the moral panic over a world of malleable memories misses, we believe, the significance of this research
on at least two counts. First, the emphasis on “deleting” memories is somewhat misguided. While it is
true that the research discussed helps confirm theories about how memories are encoded and stored,
which may be used someday for developing means of targeting memories, the techniques used in this
study only work to create not destroy memories.

Second, there are many other ways to impede or destroy memories. Many methods of destroying
memories are in fact natural to the body’s own mechanisms for protection. Trauma often induces the
brain-body network to suppress memories or create false memories to help an individual avoid ones
that might impede the ability to survive. There are also artificial means by which memory formation
can be undermined, such as using beta blockers or other adrenaline suppressing drugs to alter how
memories are formed and stored. Either internal physiological response or external interventions
that already exist can significantly alter the capacity and accuracy of recall in ways that regularly
undermine, for instance, the capacity of an individual to serve as a compelling witness in a tribunal or
court room.

The ability to create memories seems very different from these concerns. If the concern over
deleting memories is that one loses part of who they are, i.e., that you are what you have experienced,
then the addition of memories could create opportunity for more agency or more freedom through the
capacity to consider options and draw on knowledge you would not have otherwise had from direct
experience. Of course, this assumes all knowledge is generative rather than constructive. One can
imagine the crushing guilt created from the belief of having committed a heinous act you did not
believe yourself capable of (and in this case perhaps were not capable of). However, such a false
or additional memory does not diminish your faculties of remorse or responsibility as much as it
misdirects them.

What is novel both philosophically and legally about Vetere, Tran, Moberg, et al.’s research is
almost the opposite. It is not the erasing of a past but the creation of a different future at stake.
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The creation of embodied memories without previous experience is a horizon of possibility for
education that is simply unprecedented. Humans, with their capacity for scenario planning, that is the
possibility of simulating the future in our conscious minds, certainly learn without direct experience
of the things they are learning. We have the capacity to gain knowledge through the experience of
reading, listening, or watching. Many academics even become experts in things for which they have
no direct experience. The bedrock of the study of history, for example, is creating knowledge about
events for which there is no possibility of direct experience.

However, it only takes one attempt to build a piece of Ikea furniture to determine that having read
and observed the visual instructions is in no way tantamount to building the furniture. The observation
of a basketball game tells you little of what it feels like to take a jump shot, much less prepare you
to accomplish this act successfully. Similarly, the rapid reaction time of aversion and attraction dealt
with among mice is not something likely to be gained without experience. Descriptions of hot stoves
are rarely sufficient to prevent young children from touching them, certainly not to the extent of an
actual burn.

What is important is that Vetere, Tran, Moberg, et al. present us with a very specific model of a
chemo-electric brain that is programmable. Brain states can be stimulated, stored, and remembered
through direct chemical and electrical influence bypassing the normal sensory inputs we associate with
awareness and the conscious and unconscious sorting of that sensory data into something that goes as
meaningful decision-making. While aversion programing in a mouse is potentially a long way from
implanting a memory, not to mention an entire education, it does raise significant questions about
how one would think about the legal status of implanted memories and, importantly for this article,
the ownership of the results.

In the rest of this section we will discuss the significance of a potentially programmable
chemo-electric brain. We are not arguing that we should infer from current research that all behavior
can be directed—what used to be called mind control. Instead, what is at stake is how an experiential
brain can be modified externally and artificially and what the ramifications of that capacity are for how
we think of the creation and ownership of knowledge.

At some basic level we do not think of the use of knowledge gained from a high school textbook
as plagiarism or theft because of how we understand the role of the learner, the individual reading
the textbook, in the process of interpreting, altering, and reusing the information in question. If a
major textbook publisher sued a teacher for teaching the quadratic equation the way they had learned
it from a specific textbook, we would think the suit ridiculous. One could dismiss this example on
the basis that quadratic equations are general knowledge. However, if the teacher were to photocopy
the textbook and distribute the photocopied text to the students, the legal grounds for suit would be
much different.

We presume in questions of intellectual property and copyright a kind of transmission variability
in the processes of learning and doing as well as a kind of discrete and independent individual who
does the creating or learning. However, what if the knowledge at hand was transmitted directly into the
brain? The intellectual property or proprietary textbook was not learned but directly implanted. Recall
and use would not be like accessing one’s own knowledge but accessing someone else’s. Would we
expect the “user” to pay royalties? If what was implanted had not been authorized for sale or use
would we think it was a reasonable remedy to remove knowledge from someone’s brain?

To think about this in a context somewhat outside the sci-fi present confronting us, many early
theories of property, such as those presented by John Locke, presumed that property was acquired
through labor. Accumulation of land, for instance, for Locke came from the mixing of land with one’s
labor [50]. Developing or cultivating the land was the grounds for claiming it and disputing the claims
of others. Beyond the ways in which this theory of property was leveraged and even designed to
displace Native Americans who were thought to merely reside on the land rather than cultivate it,
the western tradition of property is always indebted to a sense of labor. That labor is inherent in its
congealed form as money, as well as in the exchanged form of a contract when one sells one’s labor to
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an employer, or in the making of something as in the case of craft or invention. At the heart of the
concept of property is the individual’s labor in acquiring or creating the property in question.

In the case of implanted memories one can imagine quite easily that the people receiving the
memories would be thought of as consumers or users rather than producers or laborers. Imagine being
required by a job to undergo job training which was implanted. The specific procedures or techniques
needed to perform the job would be added to one’s brain. Maybe these procedures are proprietary,
highly specific industrial processes which are closely guarded and legally protected. If you were to
leave the company would you be required to “give them back” or have them removed in some way?
If you invented something at home, during your off hours, would you find yourself in litigation to
determine if the invention had made use of the proprietary memories that belonged to your employer?
How much would you need to demonstrate you had altered or recombined the proprietary memories
with new knowledge or individually unique insight before the court would accept that your invention
was yours?

In October 2020, Moreaux, Yatsenko, and Sacher, et al., proposed what they called a “new
paradigm” for brain imaging [51]. Unlike the clunky and often disputed significance of functional
magnetic resonance imaging scans (fMRI), Moreaux and his team proposed the implantation of
neurophotonics deep in the brain which would be capable of recording neuronal activity at the scale of
the single cell and in real time. The new paradigm they speak of is one in which the implants would be
capable of recording and mapping every brain cell’s activity continuously. Combining the increasing
knowledge of how memories are formed and stored, as well as the ability to read those memories,
could lead to a legible mind. These would be brains that could be read and monitored without the
clumsy use of communication, much less language to mediate between brains.

If technology matures that can record and map memories at their inception as well as their
external or extended mind origins, what becomes of concepts of creation and ownership? In what
ways will companies make claims upon their employees in a commercial environment that has already
normalized extensive surveillance of their employees. Imagine current efforts to prohibit memory
sticks from coming and going at secure facilities like the NSA becoming even more invasive. Is it
possible to imagine ideas you are only allowed to have in your brain at work? Or that as long as they
were in your brain you were, legally speaking, always at work?

In more concrete terms, if neural mapping reaches the ability to lift the black box from the
generation, as well as application, of ideas, and humans are able to map and monitor in real time
“where” ideas come from, what is left of the concept of originality? Following Ashby, every act of
creation must be a form of neurocognitive mimicry as the “environment” is our “dictionary” [52].
Will every new expression ostensibly created originally by a unique human mind in reality be yet
another nonoriginal remix [53]? Imagine a neural map of Jimmy Page playing Led Zeppelin’s “Since
I’ve Been Loving You.” Every lick from every measure echoes and recombines what are likely thousands
of memories of blues standards heard played and replayed by any number of other musicians. With the
capacity to track and even tag the neurological structure of every combination of notes, stripping out
all that is not original, what would it be that Led Zeppelin would claim as its own? Ironically, Led
Zepplin has recently settled with the families of blues musicians that were able to demonstrate in court
that there was intellectual theft [54]. Irrespective of what kind of practical legal regime emerges amidst
such technologies, what is certain is that the “intangible” and “incorporeal” will be shown to have
been technical not metaphysical problems. Brain scans will become evidence of nonoriginality.

Consider the legal dispute between Bruce Springsteen and the Donald Trump re-election campaign
over the use of the song “Born in the USA” [55]. Could an artist demand the return of the ability to
perform songs based on moral turpitude clauses where the licensed musician who used the memories
of how to play “Born in the USA” was caught on video making racist remarks or sexist remarks? What
theory of property could account for such possibilities? As Grove has written previously:

One can already imagine the intellectual property (IP) disputes between the next generation
of Steve Jobs and Bill Gates when the ideas in question were created via linked brain
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communities or research being done on a wireless neural net. How ideas, concepts, processes,
and techniques of all kinds will be recorded and tracked or altered in such a world boggles
the mind but will no doubt play a significant role in politics, military affairs, and the economy.
As philosophically specious as the creator or inventor myth is, innovation in brain research
will materially alter debates around freedom and personhood in ways that mere argument
simply could not [45].

Our common conceptions of creativity are inherited from notions of consciousness that presume
the mind to be a substance or world apart from the brute mechanics of metabolism and bodily process.
Even those of us who have given up on a notion of the soul or think ourselves firmly in the brain rather
than mind camp still trade on metaphors to describe human distinctiveness that are indebted to dualist
understandings of mind as distinctive. Our property regimes are dependent on these metaphors for
conceiving of the individual as well as the creative labor we imbue with individuality and vice-versa.

In such a brave new world it would not just be inventors but companies as well that would
make claim to anything in the realm of knowledge as proprietary. A race to hoard ideas could ensue
depending on how new property regimes emerged to adjudicate conflicts. Would we see the use of
machine intelligence to attempt to generate all possible ideas in advance in an attempt to gain legal
protection before it was determined that a particular idea had merit? If this sounds absurd, this is
precisely what Noah Rubin and Damien Riehl attempted in 2020 when they designed a platform to
generate and record all 68 billion possible melodies in 12 tone Western music, though they fortunately
donated the results to Creative Commons [56]. Similar things have been attempted in genetic coding,
though the impracticality of sorting and determining the application of such randomized codes has
proved an obstacle. However, such obstacles may be solved as machine learning advances.

What is at least worth considering, depending on the maturation of already existing technologies,
is that the model of the individual on which property regimes, particularly intellectual property
regimes are based, will come under significant strain as well as produce novel grounds for dispute and
regulation. Many of these disputes and regulation will cut to the core of the most intimate regions of
our bodies and the grounds on which we currently understand our conceptions of self and individuality.
Science ought not steer our political choices. Perhaps the notion of an autonomous individual should
remain intact in the face of corporate-backed technological networks that would claim all innovation
as their own. Legal individuals are always somewhat pragmatic and fictive. However, the appearance
of connection to the world of experience is essential for the legitimacy of pragmatic fictions and as that
world changes the grounds for legitimacy will also change.

5. Conclusions and the Futures of IP

We tend to think of ourselves as whole, intact, coherent bodies. However, the perception of
inhabiting and being in a body in space arises from a complex performance of constant feedback
mechanisms grounded in our nervous system. Maybe the most remarkable thing about this feeling of
self-representation in a body is how universal and robust it feels, but at the same time how easy it is
to subvert. Ramachandran’s famous work on “phantom limb syndrome”, where a person with an
amputated limb can still feel sensations, often unpleasant from that nonexistent limb, demonstrated
some of the previously unknown or poorly understood processes for the subjective experience of
embodiment [57]. Alternately, those with neurological damage that impairs their ability to link sensory
data with emotional responses can feel disconnected from their own “intact” body parts, often assigning
notions of possession or remote control by sinister forces to the movement of their own limbs [58].

So, the mind (if it exists beyond the material brain) and body are locked in an intimate
dance, with certain missteps causing major impacts on self-perception and feelings of embodiment.
These tightly coupled feedback loops are also happening with other entities in the body, including the
trillions of human and nonhuman cells executing their code inside of us—or more accurately, executing
codes that turn physical matter into us. Uncovering these previously hidden communicative channels,
perceptual pathways, and assembling machines has drastically altered the way we understand the
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boundaries of the body, the relationship of mind to body, and our own sense of human identity.
This understanding has had other effects as well, which are currently being manipulated for fun
and profit.

The neuropolitical subjectivities emerging from new understandings of the brain-body relationship
and the technologies that leverage this new knowledge fit uncomfortably within the current system of
IP. A productive approach might be to embrace the noisiness and contingency of embodied cognition
and build IP law and policy from these foundations rather than the simpler but ultimately misplaced
notions of bounded individuality and mind-body independence. What we know about the embodied
brain decenters our notion of individuality. However, there is a threat of decentering the human brain
when that brain is situated within the contemporary political economy of cognitive capitalism.

A paradox of the neurocentric age as it interacts with IP is that while we may undermine the
legitimacy of the individual as the location for creativity, contemporary legal structures have no
problem assigning ownership to the already existing entities that control the vast majority of IP.
The scaffolding is already in place to enhance nonindividualized ownership and control over creative
work. Take as an example the proliferation over the last generation of noncompete agreements and
the requirement that workers assign their IP over to their employer as a condition of employment,
even if created on their own time. The neurocentric turn will simply push this ownership beyond the
body/brain boundary more easily. Imagine the contracts of the future when employees are much more
integrated into the technologies of their corporations and when mental processing can be farmed and
appropriated more easily.

The military has already invested heavily in brain-related science. While research into how to
cancel memories and subvert the impact of traumatizing experiences may be helpful to those with
PTSD, other memory enhancement efforts are designed to control and recall memories for better
military applications [59]. Imagine a world where the military owns not just your body but your
memories as well [60]. Of course, technically, such memories already and inevitably fall under the
category of classified and thus there is no need to resort to claims of IP for protection.

The implications emerging from this field of study may alter our understanding of what it means
to be human and pave the way for our further integration into a technological future of human
enhancement. The increasing sophistication of computers either integrated or stand-alone also raise
questions about how we might draw lines around creativity in the future. In the final instance, the law
is more a reflection of power and interest than “reality”. However, advances in brain science both
enable new fictions and disrupt old ones, creating new opportunities for profit and power.

The futures we paint by focusing on human cognition and its enhancement via technology are not
optimistic, in part because while the evidence suggests we are not autonomous individuals and our
systems of IP have been built upon this faulty assumption, the alternative to individual autonomy
allows for corporate ownership of creativity that is particularly disturbing. Furthermore, the technical
revolution taking place in tandem to these shifting images of the brain will accelerate the pace of change
and raise the stakes of inaction. All possible neurofutures represent a fundamental disruption to how
we understand IP that exceeds the consequences to copyright ownership caused by digitalization and
file sharing. If file sharing and digital copying let loose new modes of distribution and heightened calls
of piracy and ownership, then the possibility of our neurofutures represent a revolution in the mode of
production of ideas themselves. Any number of questions along these lines can and should be asked.
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Abstract: As we become more and more enhanced with cyborg technology, significant issues of law
and policy are raised. For example, as cyborg devices implanted within the body create a class of
people with enhanced motor and computational abilities, how should the law and policy respond
when the abilities of such people surpass those of the general population? And what basic human
and legal rights should be afforded to people equipped with cyborg technology as they become more
machine and less biology? As other issues of importance, if a neuroprosthetic device is accessed by a
third party and done to edit one’s memory or to plant a new memory in one’s mind, or even to place
an ad for a commercial product in one’s consciousness, should there be a law of cognitive liberty or
of “neuro-advertising” that applies? This paper discusses laws and statutes enacted across several
jurisdictions which apply to cyborg technologies with a particular emphasis on legal doctrine which
relates to neuroprosthetic devices.

Keywords: cyborg; enhancement technology; neuroprosthesis; patent law; copyright law; cognitive
liberty; international law

1. Cyborgs, Prostheses, and Law

We are currently undergoing a “technological revolution” in the design and use of “cyborg
devices” integrated into the human body. Worldwide there are millions of people equipped with
“cyborg technology” ranging from prosthetic limb replacements and prosthetic hands controlled by
thought [1,2], to neuroprosthetic devices implanted within the brain [3], and additionally to people
equipped with heart pacers or defibrillators, retinal prosthesis and cochlear implants [4]. As people
become more and more equipped with “cyborg/prosthetic” devices, important issues of law and
policy are raised which result in significant challenges to established legal doctrine. As an example,
what law applies to people who hack an implanted medical device, or interfere with the transmission
of the wireless signals of devices worn by cyborgs [1,5]? And in an “age of cyborgs”, if third parties
access another person’s neuroprosthetic device, should there be a legal cause of action for individuals
suffering harm under a theory of cognitive liberty, freedom of thought, or, in some cases, privacy law?
In addition, what is the relationship between legal doctrine and cyborg technologies with regard to
our very sense of being; that is, as we continue to enhance ourselves with technology, should laws
and statutes be enacted to safeguard our humanity, and our sense of being and identity as homo
sapiens? While the focus of this paper is on the laws and statutes of the U.S., there are numerous
examples of law from other jurisdictions included in the paper. We include this body of law not only
for comparative purposes, but also because we view the issues of integrating cyborg technologies
into the human body and mind as so important and challenging for humanity that an international
response is required. On this point, it is becoming more common for a particular jurisdiction to show
deference to the law(s) of other jurisdictions in dispute resolution thus adopting more of a comparative,
or international, law perspective.
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Interestingly, the law and policy being challenged by the use of cyborg technology has already
attracted the attention of national governments; for example, in the U.S., the White House Presidential
Commission for the Study of Bioethics has produced a white paper summarizing ethical, policy, and
legal issues associated with advances in neuroscience [6] and in Great Britain, the Nuffield Council
on Bioethics has produced a similar comprehensive paper, discussing among others, brain–computer
interfaces [7]. In comparison, this paper focuses more specifically on the machine technologies used to
create “cyborgs” with a discussion of major legal issues associated with emerging combinations of
human and machine. Additionally, the technology used to create cyborgs as discussed in this paper are
reviewed in more detail by Kevin Warwick [8] and by Woodrow Barfield and Alexander Williams [9]
as part of the special edition on Cyberphenemonology: Technominds Revolution published by this
journal [10].

As stated previously by the authors, the term “cyborg technology” is used to refer to technology
that is integrated into the human body which not only restores lost function, but enhances the
anatomical, physiological, and information processing abilities of the body [1,9]. These include
anything from medical implants, such as pacemakers, to near-future brain implants modifying memory
and cognitive capability. Further, we use the term “cyborg prosthesis” to refer to artificial enhancements
to the body providing computational capability, which operate as a closed-loop feedback system, are
upgradeable, and in some cases controllable by thought and/or implanted directly into the body itself
(see generally [11]).

Any person could be considered enhanced to the degree that their implant or prosthetic
device increases, by computation and/or physical augmentation, their capabilities—it is with
cognitive enhancements that we are most interested and our discussion most tied. As an example
of the computational capabilities provided to a human-machine combination as a function of
“cyborg prosthetic devices,” consider a cochlear implant which contains a speech processor and
a receiver/stimulator that sits just beneath the skin and sends signals to an electrode array positioned
deep in the inner ear (this aspect of the prosthesis performs various computations). Sound in the
environment is picked up by a microphone, analyzed and converted to electrical signals by the
processor (again, by performing computations), and sent through the skin by a transmitter. Further,
a receiver picks up the sound signals and sends them to an electrode array, which is positioned
such that it can deliver patterns of electrical activity to the auditory nerve, similar to those delivered
by healthy hair cells. From the perspective of increasing the information processing abilities of the
person equipped with cyborg technology, there are several levels of computations occurring in this
system resulting in the human sensory state of “becoming enhanced”—namely, that they can detect
frequencies of sound that were the same as, or in some cases beyond, their normal range before
the prosthesis.

While this paper does not include a discussion of artificially intelligent machines that gain
sentience as an example of a cyborg, given the trend for artificial intelligence to become more
human-like, perhaps this is another viable cyborg category. Finally, while devices such as the Cheetah
prosthetic legs (which does not compute and is only externally attached) are considered by some
to be a cyborg enhancement, the focus of this paper is more on devices integrated into the human
body which compute, as we see such devices as the direction of our cyborg future. Additionally,
given the complexity of integrating “computing devices” within the body, there are currently more
non-cognitive than cognitive augmentation devices available as enhancements. We note, however, that
the enhancement of cognitive functions is not only a major area of current research, but perhaps the
most important aspect of the cyborg of the future.

2. Enter the Law

Current cyborgs are becoming equipped with prosthetic devices attached to their body, or even
implanted within their body, for purposes which range from medical necessity to voluntary
self-enhancement. Generally, we have begun to see a trend in “cyborgs” not only choosing to become
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equipped with implants and devices in order to restore lost functions but to, in some cases, enhance
performance—be it cognitive, sensory or physical. In fact, already researchers are working to develop
an artificial hippocampus to aid in memory recall and other researchers are using the technique of
deep brain stimulation as an effective treatment of Parkinson’s disease [1,6,7]. Figure 1 illustrates that
cyborg technology to enhance one’s body or mind, insofar as this represents the seat of a person’s
“sense of being,” creates a human–machine combination which together implicate legal doctrine—an
interest of this paper particularly is the area of constitutional law on freedom of thought and also more
generally on privacy law. In addition, this paper provides a focused discussion of some of the main
areas of law which relate to cyborg enhancement technology, with reference to our sense of being
included, using the law and statutes from several jurisdictions to indicate the scope and importance of
the issues implicated by the coming cyborg age.

Figure 1. As cyborg enhancement technology becomes more widespread, these technologies will
influence our sense of being in that they will begin to change how we function and who we hold
ourselves out to be. In response, issues of patent, copyright, and constitutional law that relates to
freedom of speech and thought are particularly relevant.

As we become more equipped with cyborg technology, it is relevant to ask: What legal rights are
implicated by technology that is being used to repair, upgrade, and enhance the human body and mind?
As examples, consider a prosthetic device attached to the body or consider a neuroprosthetic device
implanted in the brain. From the perspective of the law, such devices receive intellectual property
protection under patent statutes, and the software associated with such devices receive copyright
protection (see generally [1]). Further, it may be illegal to interfere with the wireless communication
from such devices, and products liability law applies to prosthesis that are defective. Within most
jurisdictions, products liability law is applicable in the case of a design or manufacturing defect
in a product, but if a third party purposively changes a product after it has left the manufacturer,
the manufacturer may not be liable for harm resulting from a product that has been altered- this has
implications for the do-it-yourself movement to self-enhance the body. Similar logic would apply
to a neuroprosthetic device implanted within the brain, although it seems less likely that someone
would change the physical design of the device, although the software controlling the device could
be wirelessly accessed and edited. At any rate, once cyborg devices are viewed by a person as part
of their body and very being, the distinction between rights for property versus rights for humans
becomes blurred and thus doubly important.

Additionally, regarding the procedures to attach cyborg devices to the body or to implant them
within the body, if there is negligence which results in harm to the person, medical malpractice may be
a valid cause of action. But what if the issue of negligence involves software, and if so, is there still
a viable cause of action to pursue under tort law? And for purposes of public safety, a government
agency may regulate the use of cyborg technology and decide whether it can be introduced to the
public as a consumer product or medical device. Furthermore, constitutional law issues, such as the
right to privacy and search and seizure law, may be implicated if the government tracks, without
acquiring a warrant, a person by accessing their prosthesis to collect private information or tracking
data. It should be clear from the above list, which is certainly incomplete, that there are a host of timely
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and challenging legal issues which apply to cyborg devices—especially when they begin to intimately
influence our most personal spheres of mind and body.

Interestingly, this emerging area of “cyborg law” (the regulation of technology relating to the
body) has recently become a topic of interest for legislators, courts, and judges. For example,
in Riley v. California [12], Supreme Court justices in the U.S. unanimously ruled that police officers may
not, without a warrant, search the data on a cell phone seized incident to an arrest. The case had an
interesting connection to cyborg law in that the Chief Justice declared that “modern cell phones . . .
are now such a pervasive and insistent part of daily life that the proverbial visitor from Mars might
conclude they were an important feature of human anatomy” [12]. In the U.S., this may be the first
time the Supreme Court has contemplated the concept of a cyborg in case law, although as dicta. But
the idea that the law will have to accommodate the integration of technology into the human body has
actually been considered for some time—one example being disability law in employment settings.

2.1. Enter Regulatory Agencies

Based on medical necessity, which is a main factor motivating the need for cyborg technology,
much of the current legal code regarding prostheses and implants are those that regulate medical
products to ensure public safety—in several jurisdictions these laws are usually nested under disability,
public welfare acts, or government agencies which regulate the design and use of medical devices.
For example, in the U.S., under the Federal Food, Drug, and Cosmetic Act, the Food and Drug
Administration (FDA) exercises regulatory authority over medical devices, including prostheses and
implants [13]. Under this act, devices are divided into classes based on their potential health risk and
level of involvement in maintaining patient health. The least restrictive of these classes require little or
no formal FDA approval while the most restrictive require clinical safety studies before the product
can be sold on the market. Of course, we should point out the do-it-yourself hackers self-implant
technology under their skin, with no medical professional involved, completely circumventing the
legal scheme for insuring public safety.

South Korean legislation on “cyborg-like” devices is similar to that of the U.S. in that it has a
tiered classification system for regulating medical devices but in addition, regulates the use of “good
manufacturing practices”. Supervisory control is through the Ministry of Health and Welfare, which
has overall authority and specifically enacts regulations for prostheses under the Disabled Persons
Welfare Act. Additionally, another South Korean agency, the Ministry of Food and Drug Safety,
regulates pharmaceuticals and medical devices (including implants) through the Medical Devices
Law and the Pharmaceutical Affairs Law [14]. Similarly, the Japanese system, under the aegis of the
Pharmaceutical and Medical Device Agency, classifies medical devices by risk level as well as by
imposing certain manufacturing standards in order to protect the public health. And in the European
Union (EU), a directive on Active Implantable Medical Devices along with directives on Machinery
and Medical Devices provide the framework for ensuring public safety in regards to prostheses [15].
Among some jurisdictions, prostheses and non-medical implants may not be directly mentioned in the
legal code and when they are, they are often considered reconstructive and not elective enhancements.

It may be useful to relate the discussion of regulating cyborg technologies to the regulation of
robotics which are gaining in intelligence and in some cases becoming more human-like in appearance.
Thus far, as with cyborg medical devices, many issues of law which relate to robotics, such as safety
and products liability are litigated successfully under tort law. But as robots gain in intelligence,
the law is far more challenged, for example, determining liability when a person is harmed by a
robot operating autonomously from a human begs the question of who is responsible for the injury?
And as the robot becomes more “human-like” and as humans become more “cyborg-like” it become
more difficult to think of the machine-parts integrated into the body of a cyborg as separate from
the biological-parts—this distinction has implications, among others, for the law of property, bodily
integrity, and criminal law. Given that robotic and cyborg components are in some cases similar
in design and function, it is relevant in a discussion of cyborgs and law to examine the approach
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being undertaken by governments to regulate emerging robotic technologies (which in some cases
can be thought of as the “robotics part” of a cyborg) to gain insight into how cyborgs (with “robotic
abilities”) may be regulated by governments. Thus, while robotics and cyborgs may be considered as
two different entities under the law, the technologies associated with each are in some cases similar, so
laws and regulations regarding robotics may be helpful in developing the legal framework for cyborgs
enhanced with similar technology (and vica verse). For example, improvements in the algorithms for
robot computer vision and problem solving abilities will also assist those receiving cyborg technology
suffering from brain injuries, Alzheimer’s disease, or loss of vision.

At the very least, discussions on robotics open the door for discussions on cyborgs and can
illustrate official, national dispositions towards future technologies and their support within the
government, both financial, ethical, and legal. For example, in the U.S., the Presidential Commission
for the Study of Bioethical Issues advises the U.S. executive branch on the ethics and current direction
of biotechnology, artificial intelligence, and neuroscience research [16]. Additionally, the EU finished a
related project regarding the law and ethics of emergent robotics in 2014 entitled Regulating Emerging
Robotic Technologies in Europe: Robotics Facing Law and Ethics (RoboLaw) [17]. This comprehensive
document explores the current legal state, ethical implications, and industry impact of robotics and
other technologies and their future development [18]; in our view, the same approach and level
of government interest should be employed for cyborg technologies which are creating various
human-machine combinations.

“RoboLaw” recommends, among other things, that the EU relax and make more transparent its
regularity conditions in order to promote competitive growth in the field [15,17]; a similar approach
may be used to spur investments in cyborg technology. Additionally, South Korea has implemented a
strong push towards future (robot) technological development in the Intelligent Robots Development
and Distribution Promotion Act [19]. In this Act, South Korea has established building an intelligent
robot industry as a national strategic goal. Measures include financial incentives for research and
development, and the founding of the Robot Industry Promotion Institute to act as policy support,
and even the creation of a hi-tech robot-centered theme park. We postulate that governments will also
view the creation of cyborgs as an essential national strategy for competitiveness, and regulate to spur
research in this area.

As the above discussion indicates, issues of emerging technologies development are being
considered by government regulatory agencies in different jurisdictions, but often as discussions
on related, but non-cyborg technologies. The conclusions and recommendations of high-level
governmental committees, even when not specifically applied to this topic, can be helpful in
anticipating national inclinations towards cyborg development and acceptance. However, other
legal doctrine, as discussed below, offer more specific laws relating to cyborg technology.

3. Legal Protection for Enhanced Brains

We begin this section of the article with the law that applies to the computing technology that is
just beginning to be used to enhance minds, that is, the chips and software comprising neuroprosthetic
devices and other implants. We note that the chips implanted in one’s mind, and the software
associated with such technology, represents the state-of-the-art in the technology being developed
to enhance the cognitive capabilities of a cyborg. As an example, consider the development of a
neuroprosthesis, such as an artificial hippocampus which is being designed to restore and enhance
one’s memory (see generally [6,9,16]). A neuroprosthesis has strong potential to not only alleviate the
damage to the brain from disease or injury, but to enhance the brain with superior abilities, such as to
download information from the internet, to engage in thought-to-thought communication, and edit
memories [1,9]. When computer chips are integrated into a neuroprosthesis, in our view they become a
component of the architecture of a “cyborg brain” (which represents the integration of human–machine
parts) and thus assist the brain in performing information processing which contributes to the functions
of a technologically enhanced mind.
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Of particular importance to our cyborg future, and particularly for technologically enhanced
minds, is that copyright law extends to programs stored on chips. This means that programs stored on
a chip implanted into a cyborg0enhanced brain have rights under copyright law that are not afforded
to the architecture of natural brains; that is, individual neurons or groups of neurons and their synaptic
connections are not copyright protected, yet software (controlling an implant) is. Generally, under
intellectual property law, objects that are considered “utilitarian” are not the subject of copyright
protection and chips are clearly utilitarian in function. But in the U.S., the issue of copyright protection
for software encoded on chips was decided in the case of Apple Computer, Inc. v. Franklin Computer
Corp. [20]. In this case, the court rejected the argument that software encoded on chips was to be
considered “utilitarian” and thus not copyright protected noting the medium on which the program is
encoded (for our discussion the medium could be a neuroprosthesis) should not determine whether
the program itself is protected under copyright law [20]. This case has immense implications for a
law of cyborgs, as it was the first time an appellate level court in the U.S. held that a computer’s
operating system could be protected by copyright. As a second area of importance for a law of cyborgs,
the ruling clarified that binary code, the machine-readable form of software, was copyrightable too (as
is the human-readable source code form of software). Thus, the software aspects of a neuroprosthesis
receives copyright protection. This allows for the possibility of legally protected thought or modes of
thinking, if thoughts pass through and are stored on these chips and their programs make substantive
impact on the brain’s though process.

To provide legal protection for the hardware components of the cyborg brain, we could look to
rights under patent law to grant a limited monopoly to the designer of these architectures. This notion
has interesting implications for our future as cyborgs. Would an artificial hippocampus which stores
memory be patent protected and thus be “under the control” of the inventor(s) of the neuroprosthesis,
or would the rights to such devices attach to the cyborg equipped with the device? Additionally,
would a person with a neuroprosthesis need to agree to the terms of a license to receive software
upgrades to their prosthesis (which is an artificial surrogate for the mind) and how would potential
service contracts be drawn? As a public policy question—should any aspect of the brain be protected
by a patent, copyright, or license to a third party, or would this, the loss of control over one’s memories
and thought processes to a third party, not only be bad policy but an egregious human rights violation?
In our view, any laws limiting one’s freedom of thought or granting a third party a limited monopoly
over the “artificial” structures of the mind, should receive the highest scrutiny by courts.

We next consider in more detail integrated circuits as components of the technology integrated
into a cyborg brain. Given that integrated circuits create microprocessors and sensors, and at the chip
level process algorithms, they play a significant role in technologies to enhance the mind. Provided that
the design of integrated circuits display satisfactory inventiveness and meets the required standard
of uniqueness, at first glance, patent protection is a viable option for the protection of these devices.
However, in actuality, the lion’s share of integrated circuit design is considered obvious under most
patent systems given that they lack any improvement (inventive step) over their predecessors (prior
art) [21]. Further, integrated circuits are comprised of numerous building blocks, and each “building
block could potentially be patentable. However, since an integrated circuit contains literally thousands
of semiconductor devices, a patent claim to an integrated circuit would have to cover many individual
elements—this would be the equivalent of trying to write a patent on the neuronal circuits of one
structure of a natural brain; extremely tedious to say the least. Consequently, a patent claim that
attempts to describe an entire integrated circuit would be hundreds of pages long. Clearly, such a
narrow claim under patent law would provide almost no protection for the architecture of a cyborg
brain at the semiconductor level.

As indicated by attorney Rajkumar Dubey, it could take several years to obtain an integrated
circuit patent from most patent offices worldwide. This is unacceptable given that an integrated
circuit’s useful commercial life may be “less than one year” [22]. To place this comment in context
for this article, what if the same principle of obsolescence (e.g., consider the cycle time for new smart
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phones and other information technologies) applied to the human brain such that every one to two
years a patent had to be filed to protect the neuronal circuitry of their brain? (This comment is included
to spur the discussion, obviously, neurons form new synaptic connections constantly as the brain
learns.) Imagine that in the coming cyborg age, the human brain is equipped with neuroprosthesis
with billions of integrated circuits. That is, the architecture of enhanced brains could become obsolete
every two years or so due to the necessity of having to integrate (or update) new technology within the
brain. The time-consuming nature of patent filing combined with narrow protection would seem to
make patent law an insufficient form of protection for the integrated circuit components of a cyborg’s
brain (actually, the essential issue may be providing intellectual property protection for the algorithms
performing computations “in the mind”). But surely, providing legal protection for the physical
components comprising the architecture of a cyborg-enhanced brain is a necessary part of an emerging
law of cyborgs. It is congruent to the idea of protecting “bodily integrity” for humans—an idea already
established in some jurisdictions [23] and reasonable to assume.

In the U.S. and other jurisdictions, there is another type of legal protection which applies to brains
enhanced with computing technology—legislation specifically applied to integrated circuits, which in
the U.S. is the Semiconductor Chip Protection Act [24]. Given the importance of protecting integrated
circuits from piracy, several nations, including Japan and the European Community have followed
the example set in the U.S. and endorsed their own similar statutes and directives recognizing and
protecting integrated circuit designs (also referred to as the “topography of semiconductor chips”).
In 1989, a Diplomatic Conference among nations was held, at which the Treaty on Intellectual Property
in Respect of Integrated Circuits (IPIC Treaty) was partially integrated by reference into the Agreement
on Trade-Related Aspects of Intellectual Property Rights (TRIPS) of the World Trade Organization
(WTO) [25]. TRIPS is an area of intellectual property law that covers, in summation: copyright
and related rights (i.e., the rights of performers, producers of sound recordings and broadcasting
organizations); trademarks including service marks; geographical indications, including appellations of
origin; industrial design; patents including the protection of new varieties of plants; the layout-designs
of integrated circuits; and undisclosed information including trade secrets and test data [26].

As noted, the main purpose of semiconductor chip protection Acts is to prohibit “chip
piracy”—the unauthorized copying and distribution of semiconductor chip products copied from the
original creators of such works. But such Acts could also provide protection for the architecture of a
brain enhanced with cyborg technology given that it is constructed with, among other things, integrated
circuits. The use of computer chips in heart pacers, brain–computer interfaces, and neuroprosthetic
devices allows computing resources to be directed at activities such as the use of thought to control
prosthetic devices, and, ultimately, to restore and enhance memories and other cognitive performance.
Protecting such devices from piracy will be an important aspect of any legal scheme directed at cyborg
enhanced brains.

According to the U.S. Semiconductor Chip Protection Act, integrated circuit design rights exist
when they are created, just like copyright protection, which unlike patents, can only confer rights after
application, examination, and issuance of the patent. This aspect of protection—rights conferring upon
creation of the integrated circuit architecture of a neuroprosthesis, combined with copyright protection
for software—means that the architecture and software of cyborg brains receives protection under
current legal schemes. However, just considering chip protection acts, the exclusive rights afforded to
the owners of integrated circuit designs are more restricted than those afforded to both copyright and
patent holders. Modification (derivative works), for example, is not an exclusive right for owners of
integrated circuit designs (this has implications for mind uploads). Furthermore, the exclusive right
granted to a patentee to “use” an invention, cannot be used to exclude an independently produced
identical integrated circuit design. Thus, reproduction for reverse engineering of an integrated circuit
design is specifically permitted by most jurisdictions; does this suggest one can reverse engineer the
synaptic structure of another person’s “cyborg brain” without consequences under the law?
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Legal schemes must also consider the issue of protecting a cyborgs’ active memories as programs
are stored and loaded on different physical devices implanted within the brain. Memory chips such as
an EPROM chip (erasable reprogrammable read only memory), are chips that retain their data when its
power supply is switched off. EPROM chip topographies are protectable under the U.S. Semiconductor
Chip Protection Act, but such protection does not extend to the information stored on the chips,
such as computer programs. Such information is protected, to the extent that it is, by copyright law.
Interestingly, in the U.S. the Court of Appeals for the Ninth Circuit in MAI Systems Corp. v. Peak
Computer, Inc., [27] held that loading software into a computer’s random access memory (RAM) created
a “copy’” and a potentially infringing “reproduction” under the U.S. Copyright Act. What that holding
meant is that even if no hardcopy was made, temporally storing a program in RAM was a reproduction
and potentially infringing act. So turning on a computer constitutes a reproduction of the operating
system programs because they are automatically stored in RAM whenever the computer is activated,
or for that matter whenever a file is transferred from one computer network user to another. However,
while the MAI court held that the program temporarily stored in RAM represents a reproduction,
the U.S. Congress subsequently enacted an amendment to the Copyright Act to specifically carve out
exceptions to this court decision in several circumstances [27,28].

Privacy and protection-of-self issues may arise if a cyborg chip’s program involves loading
a thought, or some other aspect of cognition, into memory hardware, especially if proper legal
considerations are not in place. Laws which establish that loading a program can indeed infringe
copyright place into question thought-to-thought communication wherein files protected by copyright
are copied when stored within another’s mind; these and other issues will need to be resolved in the
near future.

4. Towards Cognitive Liberty for Enhanced Minds

The potential that brain implant technology used to enhance the capabilities of the brain, could
be hacked raises the question of what rights people have to the veracity of the sensory information
transmitted to their brain and the memories stored within the structures of their brain. Restructuring,
editing, or modifying memories are aspects of cyborg enhancements awaiting future cyborgs. If third
parties were able to hack the technology of brain implants, the possibility of a dystopian future for
humanity cannot be underestimated. For example, a retinal prosthesis could be hacked to place images
on the back of the retina that a person never saw; or in the case of cochlear implants, sounds could
be transmitted to the auditory nerve that a person never actually heard [1]. Further, an artificial
hippocampus could be hacked to place memories in a person’s mind for events they never experienced.
What law and policy might apply to these scenarios? If the First Amendment to the U.S. Constitution
blocks the government from putting words in a person’s mouth, surely it would also block the
government from putting thoughts, sounds, or memories in a person’s head. Based on this observation,
it is relevant to ask—if the technological ability to hack the mind is in the hands of governments and
corporations, will the mind remain a bastion of privacy, safe from the preying eyes of technology?
Further, if the government or a corporation can access our thoughts and edit the content of our minds,
will the integrity of our mind remain under our individual control, and, if not, who then as a person
are we [1,9]?

Once third parties can access a neuroprosthetic device implanted within another person’s brain,
what are the implications and what could go wrong? For the latter question, not surprisingly, lots
of things. For example, if a person committed a crime, and did so because someone had remotely
accessed their brain and “influenced their mind” (the mens rea of a crime), would they be absolved of
responsibility? Already according to law professor Jeffrey Rosen and Owen Jones, lawyers routinely
order scans of convicted defendant’s brains and argue that a neurological impairment prevented the
accused from controlling their actions [29,30]. In the coming cyborg age, would a software expert
be called upon to examine the programming language and algorithms controlling a neuroprosthetic
device to see if they had been tampered with? If so, then the mens rea for a crime could have been
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supplied remotely by a third party. Tampering with the software could, under some circumstances,
be actionable under tort law, but also under the criminal law and possibly the statutes which regulate
interfering with the transmission of an electronic communication. But the use of neuroprosthetic
devices could lead to other important issues of law and policy. For example, third party access to brain
implant technology could allow advertising agencies to place pop-up ads into our consciousness or
allow our thoughts to be searched by the government without our even knowing it [9,29,30]. Could
there be any more egregious violation of a person’s privacy than if a government or corporation
scanned a person’s brain and recorded their unspoken thoughts or changed the content of their
memory? Recording unspoken thoughts should be a privacy violation, an unconstitutional search
and seizure, and changing the content of the mind should be a fundamental human rights violation.
Table 1, which follows, summarizes some major legal schemes which relate to the concept of cognitive
liberty and the use of prosthesis, both evolving areas of law for cyborgs.

Table 1. Legal Protection of Cognitive Liberty and Prosthetic Devices for Selected Jurisdictions. In some
cases, these protections apply to cyborgs with attached prosthetic devices and only in a limited manner
to “cyborg minds,” but hold the potential to be leveraged to use in that arena.

Cognitive Liberty/
Neuroprosthesis Protection

Jurisdiction Type of Protection Provided

Intellectual Property
Protection for the hardware or software of a device against
unwanted copying, reproduction

Treaty on Intellectual Property in
Respect of Integrated Circuits (IPIC
Treaty)—Referenced into the TRIPS
Agreement of the World Trade
Organization (WTO)

State Members of World
Intellectual Property
Organization/United
Nations/Intergovernmental
Organizations

The agreement covers the layout-design of integrated circuits;
the exclusive right of the right-holder extends to articles
incorporating integrated circuits in which a protected
layout-design is incorporated (The IPIC Treaty is currently not
in force, but was partially integrated into the TRIPS agreement
protecting the copyright of integrated circuits)

Copyright Law U.S. and Other Jurisdictions
In the U.S., code (binary) is protected under copyright law as is
source code and operating systems; thus, the software aspects of
prosthetic and implant devices are protected under copyright

Patent Law U.S. and Other Jurisdictions

A limited monopoly in the form of a patent can be granted to
the physical components of cyborg devices such as
neuroprosthesis. One example is U.S. Patent No. 7,337,007 for a
surface neuroprosthetic device for electrical stimulation

Public Safety
Protection of public safety through the regulation of medical
devices and their risk to public health

Federal Food, Drug, and Cosmetic Act U.S.
The FDA regulates, as medical devices in terms of public safety,
the use of cyborg technology such as limb prosthetics,
neuroprosthesis, and other active implantable devices

Directive on Active Implantable
Medical Devices European Union

Covers the safety of medical devices and active implantable
devices (such as pacemakers and defibrillators, infusion pumps,
cochlear implants, neurostimulators, and others)

Disabled Persons Welfare Act and
Medical Devices Law South Korea

The Ministry of Health and Welfare regulate prostheses quality
and the Ministry of Food and Drug Safety regulate active
implantable devices for public safety

Pharmaceutical and Medical
Device Agency Japan Medical devices and implants are regulated for public safety
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Table 1. Cont.

Cognitive Liberty/
Neuroprosthesis Protection

Jurisdiction Type of Protection Provided

Personal or Cognitive Liberty
Protection of the individual against violations of freedoms
of-the-self

First Amendment to U.S. Constitution
(and case law) U.S. Freedom of speech and of thought receive First Amendment

protection, but there are limitations

Fourth Amendment to U.S. Constitution
(and case law) U.S.

Protection of privacy and personal property—the right against
arbitrary search and seizure (which will almost definitely apply
to the information contained on cyborg enhancement hardware)

Fifth Amendment to U.S. Constitution
(and case law) U.S.

Self-Incrimination Clause protects defendants against being
compelled to testify as a witness against themselves in a
criminal trial and may apply to the information on cyborg
enhancement hardware

Section 2(b) of the Canadian Charter of
Rights and Freedoms Canada

Explicitly guaranteeing the freedoms of cognitive liberty:
everyone has the following fundamental freedoms: (b) freedom
of thought, belief, opinion and expression . . .

Articles 8 and 9 of the European
Convention on Human Rights European Union

Concerned with search and seizure and “individual
sovereignty” over one’s interior environment (all of the rights
afforded by the European Convention serve as a guideline for
the judiciary to act upon)

Articles 17, 18 and 19 of the
International Covenant on Civil and
Political Rights

United Nations (U.N.)
Establishes pan-national protection, under the U.N. and its
regulatory authority, for rights of privacy, freedom of thought,
and freedom of expression

Article 40.5 and 40.6.1 of the Irish
Constitution Ireland

Protects the privacy of the home and person as well as freedom
of speech—the Gardai have a greater scope of search and
seizure than in the U.S. and freedom of speech has caveats
related to public order and morality (i.e., blasphemy)

Part III of the Indian Constitution
(Article 19 and 21, among
others—including case law)

India
Grants civil rights in freedom of speech, expression and
personal liberty (criminal procedure code governs search and
seizure law)

Chapter II of the South Korean
Constitution South Korea

Among others and with some limitations, grants the right of
freedom of speech and protects against arbitrary search and
seizure

Article 21, 19, 35, 38 of the Japanese
Constitution Japan

Grants respectively the freedom of speech, freedom of thought,
protection against arbitrary search and seizure, and the right not
to self-incriminate

Case law and Article 13 of the Japanese
Constitution Japan

Japan has the constitutional right that everyone be “respected as
individuals” which has been leveraged as a basis for a right to
privacy (when not covered by search and seizure: Article 35)

It is not currently possible to directly recover the visual or auditory information stored in a
person’s brain, that is, their resultant neuroactivity from perceiving the world. However, this could
become a future possibility given the capabilities of cyborg technology, because once equipped with a
technology to sense the world, a cyborg will have an electronic (or digital) record of what they viewed
and heard; this conclusion is based on current trends in cyborg (and bran scanning) technology [9].
And with further developments in technology the recording of sensory experiences could extend
to olfactory, gustatory, and tactile information sensed by the person. But interestingly, according
to the U.S. Presidential Commissions on Bioethics [6,16] and the Nuffield report [7] the ability to
record thoughts in a distinct possibility in the foreseeable future. In the context of cyborgs equipped
with neuroprosthesis to sense the world, would courts be able to subpoena the data stored on the
prosthesis to use as evidence in court (see generally [29,30])? This question implicates rights afforded
to individuals by constitutional law in several jurisdictions, not the least of which in the U.S. is the
Fifth Amendment’s right against self-incrimination in a criminal proceeding.

Interestingly, future cyborgs could have the capability to have “non-human” senses, such as
ultra-sonic hearing or infrared vision (see [1,9]). For example, Professor Warwick, using an implanted
chip hooked to an ultrasonic detector, was able to determine when objects were getting closer or
further away by feel [31]. Applying established law to disputes involving senses which provide
beyond human capabilities will surely be an interesting challenge for courts. However, there is some
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established law that has been used in the limited number of cases appearing before the court involving
sensors. For example, in Kyllo v. United States, the U.S. Supreme Court held that the use of thermal
imaging or forward looking infrared (FLIR) device from a public vantage point to monitor the radiation
of heat from a person’s home was a “search” within the meaning of the Fourth Amendment, and thus
required a warrant; these days, thermal sensors are standard commercial products and one’s heat
signature is accessible to anyone once they are in public [32].

In the U.S., the most basic Fourth Amendment (search and seizure) question in computer cases
asks whether an individual enjoys a reasonable expectation of privacy for electronic information stored
within those computers (or other electronic storage devices) under the individual’s control. Under
Katz. v. United States [33], the test used by the Court to determine privacy rights when a government
actor is involved is whether the person exhibited a reasonable expectation of privacy and whether the
expectation of privacy was one society was prepared to recognize. For example, do individuals have a
reasonable expectation of privacy for the contents of their computers and disk storage devices, and, by
analogy, for data stored on a neuroprosthetic device? If “yes”, then the government ordinarily must
obtain a search warrant based on probable cause before it can access the information stored inside.
Because individuals generally retain a reasonable expectation of privacy in the contents of closed
containers, they also have an expectation of privacy in data held within electronic storage devices
(which is any medium that can be used to record information electronically) (see generally [29,30,32,33]).
Would the same conclusion hold for cyborgs equipped with neuroprosthetic devices storing data in
the form of memories; clearly, the answer should be yes. Further, would it make a difference if the
information was in the form of software or algorithms (and not neural circuits), and comprised part of
the actual structure of the mind?

In our view, the “privacy of the mind”, whether enhanced with technology or not, should receive
the highest protection by the courts. If confronted with the issue of determining whether a cyborg
has a reasonable expectation of privacy for the information stored on a neuroprosthetic device, based
on precedence as discussed above, U.S. courts may (at the minimum) analogize the neuroprosthetic
device to that of a closed container such as a briefcase or file cabinet [34,35]. However, as prosthetics
are more and more accessible by the internet, this analogy may “break down” and new law will need
to be enacted to protect the “privacy of a mind” wirelessly connected to a network. Additionally,
future cyborgs may be able to link their minds together which will further erode the “closed container”
analogy for a neuroprosthetic device; however, this example just illustrates the need for solid policy
and appropriate law to handle such situations. Clearly a mind cannot be opened in the physical sense,
but in the future, its contents could be accessed with the appropriate sensor technology. While we
argue for stronger protection, it seems reasonable that at minimum courts view the act of scanning
files stored on a neuroprosthetic device with the metaphor of a file cabinet, closed to the outside world,
and that in the U.S. the Fourth Amendment would protect (i.e., require a search warrant) the content
stored on a neuroprosthetic device [29,30].

As the technology to access the mind matures, governments could punish a person not only
for the actual spoken expression of their thoughts, but just for formulating a thought contrary to
enforced dogma. On this point, law scholar Jeffrey Rosen of George Washington University, wonders
whether punishing someone for their thoughts rather than their actions would be a violation of the
U.S. Constitutions Eight Amendments ban on cruel and unusual punishment [29]? This is not an
observation relevant only to the plot of a science fiction novel, because before centuries end, futurists
and others argue that it will be technologically possible for governments and corporations to access
brain-implants to edit the long-term memories representing a person’s life experiences. Surely, using
technology to access and edit a person’s memory of an actual lived experience would be actionable
under the law—a trespass, an assault and battery, or even extortion [1]. On this last point, former
Secret Service agent Marc Goodman worries that holding people’s memory hostage could in the future
be a form of extortion [5]. Therefore, for reasons of ensuring freedom of the mind in the coming cyborg
age, it is imperative that the human body and mind be considered sacrosanct; to invade a person’s
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mind without their consent should be an egregious human rights violation and punishable under
criminal law statutes.

5. Freedom of Thought for Technologically Enhanced Minds

Cognitive liberty (see Table 1), or the “right to mental self-determination”, is a vital part of
international human rights law and is especially relevant in an age of technologically enhanced minds.
For example, in the Universal Declaration of Human Rights, which is followed by member states of
the International Covenant on Civil and Political Rights, freedom of thought is protected under Article
18 which states: “Everyone has the right to freedom of thought, conscience and religion . . . ” [36].
Clearly, maintaining cognitive liberty in an age of brain implants should be a major societal objective
as humanity moves closer to a cyborg future and eventual human–machine merger [1,37]. In fact, a
growing number of legal theorists see cognitive liberty as an important basic human right and argue
that cognitive liberty is the principle underlying a number of recognized rights within the constitutions
of most industrialized nations; freedom of speech being an example [37].

Interestingly, from a jurisprudence perspective, the definition of what constitutes speech is not
straight forward; clearly “cyborg telepathic communication” will raise a host of issues which will stress
current law. In fact, the courts have identified different types of speech often protected with different
levels of scrutiny by the courts. This means that depending on the type of speech, the government is
more or less empowered to restrict that speech. However, numerous jurisdictions offer their citizens
freedom of speech as a constitutional right. For example, in Japan, freedom of speech is guaranteed
by Chapter III, Article 21 of the Japanese Constitution [38]. In Europe, the European Convention on
Humans Rights guarantees a broad range of human rights to inhabitants of member countries of the
Council of Europe, which includes almost all European nations. These rights include Article 10, which
entitles all citizens to free expression [39]. Echoing the language of the Universal Declaration of Human
Rights, Article 10 provides that: “Everyone has the right to freedom of expression. This right shall
include freedom to hold opinions and to receive and impart information and ideas without interference
by public authority and regardless of frontiers” [39]. Freedom of speech is not total, however, and
often comes with qualification barring certain subjects of speech, such as sedition.

In the U.S., one type of speech recognized by courts is symbolic speech which is a legal term
used to describe actions (not spoken language) that purposefully and discernibly convey a particular
message or statement to those viewing it. Of particular relevance for cyborg technology is the category
of “pure speech” which is the communication of ideas through spoken or written words or through
conduct limited in form to that necessary to convey the idea. In the U.S., the prior restraint of speech
is prohibited under the First Amendment so the prior restraint of thought would be more egregious
as thought is a precursor to spoken speech The courts have generally provided strong protection of
pure speech from government regulation; and past cases in this area could serve as legal precedence
for “cyborg speech’ consisting of wireless telepathic communication. In the future, perhaps the court
should recognize a new form of speech—cyber speech, the conveyance of ideas using thought alone;
if so, what level of scrutiny by courts would it receive?

Neuroprosthetic devices may enhance the process of thinking, and in numerous cases, the U.S.
Supreme Court has recognized freedom of thought as a fundamental right, describing freedom of
thought as: “... the matrix, the indispensable condition, of nearly every other form of freedom . . . ” [40].
Without freedom of thought, the First Amendment right to freedom of speech is moot, because you
can only express what you can think. Constraining or censoring how a person thinks (i.e., cognitive
censorship) is the most fundamental kind of censorship, and is contrary to some of our most cherished
constitutional principles. Supporters of cognitive liberty seek to impose both a negative and a positive
obligation on states: to refrain from non-consensually interfering with an individual’s cognitive
processes, and to allow individuals to self-determine their own “inner realm” and control of their own
mental functions [41].
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The above mentioned first obligation on a state to protect cognitive liberty directly applies
to government access to neuroprosthetic devices, and would also seek to protect individuals from
having their mental processes altered or monitored without their consent or knowledge. Though
cognitive liberty is often defined as an individual’s freedom from state interference with their cognition,
Jan Bublitz and Reinhard Merkel of the University of Hamburg, suggest that cognitive liberty should
also prevent other non-state entities from interfering with an individual’s mental “inner realm” [42].
Of relevance for an emerging law of cyborgs, Bublitz and Merkel propose the introduction of a new
criminal offense punishing interventions interfering with another’s mental integrity by undermining
mental control or exploiting pre-existing mental weakness [41]. And that “ . . . direct interventions that
reduce or impair cognitive capacities such as memory, concentration, and willpower; alter preferences,
beliefs, or behavioral dispositions; elicit inappropriate emotions; or inflict clinically identifiable mental
injuries would all be prima facie impermissible and subject to criminal prosecution” [41]. Weighing in,
Wyre Sententia of the Center for Cognitive Liberty and Ethics also expressed concern that corporations
and other non-state entities might utilize emerging neurotechnologies to alter individuals’ mental
processes without their consent [42].

While one obligation of a state is to refrain from non-consensually interfering with an individual’s
cognitive processes, another right, to think however a person wants, seeks to ensure that individuals
have the freedom to alter or enhance their own consciousness; one way to do this, perhaps
controversially, would be by stimulating the pleasure centers of the brain by accessing a neuroprosthetic
device. An individual who enjoys this aspect of cognitive liberty has the freedom to alter their mental
processes in any way they wish to; whether through indirect methods such as meditation or yoga,
or more directly through neurotechnology. This element of cognitive liberty is of great importance
to proponents of the transhumanist movement, a key tenet of which is the enhancement of human
mental function.

6. Litigating Cognitive Liberty

The U.S. Supreme Court heard arguments on an important case that dealt directly with issues
related to the cognitive liberty of the mind. Even though the means to alter the mind in the seminal case
was not the type of “cyborg technology” we describe in this paper, the effect was similar: a modification
of the mind- in this case, the chemistry of the mind. As background, the defendant, Dr. Charles Sell,
was charged in a U.S. federal court with submitting false claims to health insurance companies resulting
in counts of fraud and money-laundering [43]. Dr. Sell had previously sought psychiatric help and
had voluntarily taken antipsychotic drugs; however, he found the side effects intolerable. After the
initial charge, Dr. Sell was declared incompetent to stand trial (but not dangerous), as a result, an
administrative hearing was held and it was decided that Dr. Sell could be forcibly drugged to regain
mental competence; a decision Dr. Sell challenged. The decision by the government to force Dr. Sell to
take medication which would change his mental processes raised significant Constitutional law issues.
On this point, Professor Lawrence Tribe of Harvard University had previously commented, “whether
the government decides to interfere with our mental autonomy by confiscating books and films or by
denying us psychiatric medications; ‘the offense’ is ultimately the same: government invasion and
usurpation of the choices that together constitute an individual’s psyche” [44].

Could a person who did not pose a danger to another be forcibly injected with antipsychotic
medication solely to render him competent to be tried for crimes that were described as “nonviolent
and purely economic” by Judge Kermit Bye of the U.S. 8th Circuit Court? If so, by extension, could the
government “edit” the information on a prosthesis to restore a person to a level of competency to stand
trial? In Dr. Sell’s case, the government sought to directly manipulate and modify Dr. Sell’s thought
processes by forcing him to take mind-altering antipsychotic drugs. Generally, the government can
forcibly administer drugs only “in limited circumstances.” In Dr. Sell’s holding, the Court imposed
stringent limits on the right of a lower court to order the forcible administration of antipsychotic
medication to a criminal defendant who had been determined to be incompetent, if for the sole
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purpose of making him competent and able to be tried. Thus, since the lower court had failed to
determine that all the appropriate criteria for court-ordered forcible treatment had been met, the order
to forcibly medicate the defendant was reversed. Several aspects of the case are worrisome in the
context of cyborg technology, namely that the court did not hold that giving the defendant medication
to influence the functioning of his mind was inappropriate under all circumstance. Thus the question:
could the same be true for manipulating the components of a neuroprosthesis, or altering its software
if the defendant was a cyborg? If so, then we have opened up the possibility that the government could
have sweeping powers over the functioning and by extension contents of our mind. Our view is that,
in the backdrop of constitutional rights to free thought, this outcome is unacceptable and furthermore
should be a basic human rights violation.

A similar case in the U.K., R v. Hardison, involved a defendant who was charged with violating the
Misuse of Drugs Act 1971 [45]. Hardison claimed that his cognitive liberty was safeguarded by Article
9 of the European Convention on Human Rights. Specifically, the defendant argued that “individual
sovereignty over one’s interior environment constitutes the very core of what it means to be free,”
and that because psychotropic drugs are a method of altering an individual’s mental process,
prohibition of them under the Misuse of Drugs Act was in opposition to Article 9. The court however
disagreed, and denied Hardison’s right to appeal to a superior court.

Marc Blitz of the Oklahoma City University School of Law has written extensively on the subject
of freedom of thought and emergent technologies. In his paper Freedom of Thought for the Extended
Mind: Cognitive Enhancement and the Constitution [46], professor Blitz explores the philosophical
and constitutional framework for emerging laws governing neuroprosthesis, psychopharmacology,
and other forms of elective mental self-modification:

“In sum, these arguments indicate that freedom of thought should not only protect our
(naturally protected) ability to engage in reflection. It should also lead courts to identify
and protect technologies and resources that support mental autonomy and externalized
thought. In this respect, free thought should parallel free speech”. [46]

Summarizing the discussion in this section of the paper, freedom of speech is a protected right in
the United States and other jurisdictions and if strong philosophical and phenomenological parallels
can be drawn between it and freedom of thought and cognitive liberty, then there will be a constitutional
basis from which to build a legal framework for our cyborg future. With that in mind, the Figure 2
highlights major issues of cognitive liberty in an age of technological enhancements to one’s mind.

 
Figure 2. Some legal and technical issues which relate to the concept of “cognitive liberty”.

7. Conclusions

From the discussion presented in this paper on “cyborg law”, we consider existing laws and
statutes to be less than fully adequate to regulate and guide the development of cyborg technologies—it
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is clear that further legislative and judicial work is required. Some countries have taken a proactive
approach and strategized for a technological future while others have debated the ethical issues
created when modifying the human body and its capabilities. The existing structures of intellectual
property and constitutional law provide a framework around which new cyborg technologies and their
legal implications may be developed; however, when these technologies affect the core of a person’s
mind, they become elevated from a procedural to an ethical and civil importance (see Figure 2 for
some examples of the various factors involved). For example, neuroprosthesis—a technology deeply
integrated into the body which can change the working of the mind—should be considered core to an
individual’s mental functioning, and thus of great legal import. A legal and policy discussion on these
topics should happen sooner rather than later.

As we move deeper into the 21st century, the speed of technological advances is undoubtedly
accelerating. Efforts to reverse engineer the neural circuitry of the brain are opening the door for
the development of cyborg devices which may be used to enhance the brain’s capabilities. In fact,
neuroprosthetic devices are being created now which can serve to restore lost cognitive function or, in
the case of techniques such as transcranial brain stimulation to provide therapeutic help for those with
depression [40]; within a few decades, even more cyborg technology will exist to enhance cognitive
functioning. That is to say, we are on the cusp of creating a class of people which would resemble sci-fi
versions of cyborgs in popular media, people with “computer-like” brains connected to the internet
communicating wirelessly by thought. Such developments will surely challenge current legal doctrine
and established public policy [39,40]. Based on these observations, we need a “law of the cyborg”
because without it, constitutional laws, the broad intellectual property laws, and civil protections will
not cover the intricacies of this new technology—especially because it creates a new way of being and
sense of self [1]. On that point, as discussed in this article, there is a current body of law which applies
(albeit indirectly in many cases) to cyborg technologies. However, this body of law is insufficient and
near-future cyborg technologies will surely create great challenges for established legal doctrine. In
conclusion, we recommend that much more be done in the area of law and policy for cyborg technology
while we still have time to chart our future in the coming cyborg age.

Author Contributions: Both authors contributed equally to this paper.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Barfield, W. Cyber Humans: Our Future with Machines; Springer: New York, NY, USA, 2016.
2. Ziegler-Graham, K.; MacKenzie, E.J.; Ephraim, P.L.; Travison, T.G.; Brookmeyer, R. Estimating the Prevalence

of Limb Loss in the United States: 2005 to 2050. Arch. Phys. Med. Rehabil. 2008, 89, 422–429. [CrossRef]
[PubMed]

3. Carey, B. Chip Implanted in Brain, Helps Paralyzed Man Regain Control of Hand. 2016. Available online:
http://www.nytimes.com/2016/04/14/health/paralysis-limb-reanimation-brain-chip.html?_r=0 (accessed
on 14 September 2016).

4. Greenspon, A.; Patel, J.; Lau, E.; Ochoa, J.; Frisch, D.; Ho, R.; Pavri, B.; Kurtz, S. Trends in Permanent
Pacemaker Implantation in the United States From 1993 to 2009. J. Am. Coll. Cardiol. 2012, 60, 1540–1545.
[CrossRef] [PubMed]

5. Goodman, M. Future Crimes: Everything Is Connected, Everyone Is Vulnerable and What We Can Do About It;
Doubleday Press: New York, NY, USA, 2015.

6. Gutmann, A. Gray Matters, Topics at the Intersection of Neuroscience, Ethics, and Society.
Presidential Commission for the Study of Bioethical Issues, March 2015; Volume 2. Available online:
https://bioethicsarchive.georgetown.edu/pcsbi/sites/default/files/GrayMatter_V2_508.pdf (accessed on
4 September 2016).

7. Nuffield Council on Bioethics. Novel Neurotechnologies: Intervening in the Brain. Available online:
http://nuffieldbioethics.org/ (accessed on 23 August 2016).

8. Warwick, K. Homo technologicus: Threat or opportunity? Philosophies 2016, 1, 199–208. [CrossRef]

129



Philosophies 2017, 2, 6

9. Barfield, W.; Williams, A. Cyborgs and Enhancement Technology. Philosophies 2017, 2, 4. [CrossRef]
10. Vallverdú, J. Cyberphenomenology: Technominds Revolution. Special Issue. 2016. Available online:

http://www.mdpi.com/journal/philosophies/special_isssues/cyberphenomenology (accessed on
15 September 2016).

11. Manfred, E.C.; Nathan, S.K. Cyborgs and Space. Astronautics, September 1960. Reprinted in the Cyborg
Handbook. Available online: Cyberneticzoo.com/wp-content/uploads/2012/01/cyborgs-Astronautics-
sep1960.pdf (accessed on 2 October 2016).

12. Riley v. California 573 U.S. ___ (2014). No 13-132. Available online: https://supreme.justia.com/cases/
federal/us/573/13-132/ (accessed on 14 February 2017).

13. 21 USC Ch.9. Federal Food, Drug, and Cosmetic Act. 360c. Classification of devices intended for human use.
Available online: http://uscode.house.gov/view.xhtml?path=/prelim@title21/chapter9&edition=prelim
(accessed on 14 September 2016).

14. South Korea, Welfare Laws for Persons with Disabilities. Available online: https://dredf.org/legal-
advocacy/international-disability-rights/international-laws/south-korea-welfare-law-for-persons-with-
disabilities/ (accessed on 22 September 2016).

15. European Commission. Active Implantable Medical Devices. Available online: http://ec.europa.eu/growth/
single-market/european-standards/harmonised-standards/implantable-medical-devices_en (accessed on
2 September 2016).

16. Presidential Commission for the Study of Bioethical Issues. US Department of Health and Human
Services. Available online: https://bioethicsarchive.georgetown.edu/pcsbi/node/851.html (accessed on
3 October 2016).

17. RoboLaw. Available online: http://www.robolaw.eu/ (accessed on 4 October 2016).
18. European Commission. Regulating Emerging Robotic Technologies in Europe: Robotics Facing

Law and Ethics. Available online: http://cordis.europa.eu/project/rcn/102044_en.html (accessed on
14 September 2016).

19. Korea Legislation Research Institute. Intelligent Robots Development and Distribution Promotion Act.
Available online: http://elaw.klri.re.kr/eng_mobile/viewer.do?hseq=17399&type=sogan&key=13 (accessed
on 8 October 2016).

20. Apple Computer, Inc. v. Franklin Computer Corp. 714 F.2d 1240 (3rd Cir. 1983). Available online:
https://casetext.com/case/apple-computer-inc-v-franklin-computer-corp#! (accessed on 14 February 2017).

21. Patent Statutes, U.S. Code: Title 35. Available online: https://www.gpo.gov/fdsys/pkg/USCODE-2011-
title35/pdf/USCODE-2011-title35.pdf (accessed on 10 September 2016).

22. Dubey, R. Semiconductor Integrated Circuits Layout Design in Indian IP Regime. 2004.
Available online: http://www.mondaq.com/india/x/28601/technology/Semiconductor+Integrated+
Circuits+Layout+Design+In+Indian+IP+Regime (accessed on 14 September 2016).

23. Ramachandran, G. Against the Right to Bodily Integrity: Of Cyborgs and Human Rights. Denver Univ.
Law Rev. 2009, 87, 1.

24. Wikipedia. Semiconductor Chip Protection Act of 1984. Available online: https://en.wikipedia.org/wiki/
Semiconductor_Chip_Protection_Act_of_1984 (accessed on 24 August 2016).

25. Overview: The TRIPS Agreement. World Trade Organization. Available online: https://www.wto.org/
english/tratop_e/trips_e/intel2_e.htm (accessed on 17 September 2016).

26. Relation to the IIC Treaty. Available online: http://booksandjournals.brillonline.com/content/books/10.
1163/ej.9789004145672.i-910.229 (accessed on 14 September 2016).

27. MAI Systems Corp. v. Peak Computer, Inc. 991 F.2d 511 (9th Cir. 1993). Available online: https://www.law.
cornell.edu/copyright/cases/991_F2d_511.htm (accessed 14 February 2017).

28. 17 United States Code. § 117—Limitations on Exclusive Rights: Computer Programs. Available online:
https://www.gpo.gov/fdsys/pkg/USCODE-2011-title17/html/USCODE-2011-title17.htm (accessed on
10 September 2016).

29. Rosen, J. The Brain on the Stand. New York Times. 11 March 2007. Available online: http://www.nytimes.
com/2007/03/11/magazine/11Neurolaw.t.html?pagewanted=all&_r=0 (accessed on 4 October 2016).

30. Jones, O.D.; Wagner, A.D.; Faigman, D.L.; Raichle, M.E. Neuroscientists in Court. Nat. Rev. Neurosci. 2013,
14, 730–736. [CrossRef] [PubMed]

130



Philosophies 2017, 2, 6

31. Physics Central. The Cyborg Scientist. Available online: http://www.physicscentral.com/explore/action/
project-cyborg.cfm (accessed on 24 August 2016).

32. Kyllo v. United States. 533 U.S. 27 (2001). Available online: https://supreme.justia.com/cases/federal/us/
533/27/case.html (accessed 14 February 2017).

33. Katz v. U.S. 347 (1967). Available online: https://supreme.justia.com/cases/federal/us/389/347/case.html
(accessed 14 February 2017).

34. Cornell Law School, Legal Information Institute. Fourth Amendment Law. Available online: https://www.
law.cornell.edu/anncon/html/amdt4frag3_user.html (accessed on 14 December 2016).

35. U.S. Const. amend V. Available online: https://www.gpo.gov/fdsys/pkg/GPO-CONAN-1992/pdf/GPO-
CONAN-1992-7.pdf (Accessed on 15 September 2016).

36. The Universal Declaration of Humans Rights. Article 18. Available online: http://claiminghumanrights.
org/udhr_article_18.html (accessed on 16 September 2016).

37. Boire, R.G. On Cognitive Liberty: Parts I, II, III, Center for Cognitive Liberty and Ethics. Available online:
http://www.cognitiveliberty.org/curriculum/oncoglib_123.htm (accessed on 18 October 2016).

38. Prime Minister of Japan and His Cabinet. The Constitution of Japan. Available online: http://japan.kantei.
go.jp/constitution_and_government_of_japan/constitution_e.html (accessed on 16 September 2016).

39. European Union Agency for Fundamental Rights. Article 10—Free of Expression. Available online:
http://fra.europa.eu/en/echr-article/article-10-freedom-expression (accessed on 3 September 2016).

40. Palko v. Connecticut 302 U.S. 319 (1937). Available online: https://supreme.justia.com/cases/federal/us/
302/319/case.html (accessed 14 February 2017).

41. Bublitz, J.C.; Merkel, R. Crime against Minds: On Mental Manipulation, Harms, and Human Right to Mental
Self-Determination. Crim. Law Philos. 2014, 8, 61. [CrossRef]

42. Sententia, W. Neuroethical Considerations: Cognitive Liberty and Converging Technologies for Improving
Human Cognition. Ann. N. Y. Acad. Sci. 2004, 1013, 221–228. [CrossRef] [PubMed]

43. Sell v. United States 539 U.S. 166 (2003). Available online: https://supreme.justia.com/cases/federal/us/
539/166/case.html (accessed on 14 February 2017).

44. Tribe, L. Rights of Privacy and Personhood. Am. Constitutional Law 1988, Sec. 15–7, 1322.
45. R v Hardison. 2006, EWCA Crim. 1502; [2007] 1 Cr App. R. (S) 37. Available online: http://court-appeal.

vlex.co.uk/vid/200504343-c4-52563715 (accessed on 14 February 2017).
46. Blitz, M.J. Freedom of Thought for the extended mind: Cognitive enhancement and the constitution. Wis. Law

Rev. 2010, 1049–1118. Available online: http://works.bepress.com/marc_jonathan_blitz/17 (accessed on
10 September 2016).

© 2017 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

131





philosophies

Article

Can a Soldier Say No to an Enhancing Intervention?

Sahar Latheef * and Adam Henschke *

National Security College, Crawford School of Public Policy, Australian National University,
Canberra ACT 2601, Australia
* Correspondence: Sahar.Latheef@anu.edu.au (S.L.); Adam.Henschke@anu.edu.au (A.H.)

Received: 1 July 2020; Accepted: 27 July 2020; Published: 3 August 2020

Abstract: Technological advancements have provided militaries with the possibility to enhance human
performance and to provide soldiers with better warfighting capabilities. Though these technologies
hold significant potential, their use is not without cost to the individual. This paper explores the
complexities associated with using human cognitive enhancements in the military, focusing on how
the purpose and context of these technologies could potentially undermine a soldier’s ability to say
no to these interventions. We focus on cognitive enhancements and their ability to also enhance a
soldier’s autonomy (i.e., autonomy-enhancing technologies). Through this lens, we explore situations
that could potentially compel a soldier to accept such technologies and how this acceptance could
impact rights to individual autonomy and informed consent within the military. In this examination,
we highlight the contextual elements of vulnerability—institutional and differential vulnerability.
In addition, we focus on scenarios in which a soldier’s right to say no to such enhancements can
be diminished given the special nature of their work and the significance of making better moral
decisions. We propose that though in some situations, a soldier may be compelled to accept said
enhancements; with their right to say no diminished, it is not a blanket rule, and safeguards ought to
be in place to ensure that autonomy and informed consent are not overridden.

Keywords: human enhancements; autonomy; informed consent; moral enhancement; vulnerability;
numeric identity; military ethics

1. Introduction

Rapid advancements in technology have seen a rise in innovative ways to enhance human
capabilities. This is the case for technologically advanced militaries seeking to enhance soldier
capabilities. This paper explores challenges associated with technological interventions being developed
that could offer soldiers a chance to enhance their cognitive functions and, by extension, to enhance
their autonomy in a warfighting context. We propose that technologies that enhance an individual’s
cognitive functions, such as decision-making capacity, situational awareness, memory enhancement,
and increased vigilance, all have the potential to also enhance an individual’s autonomy and moral
decision-making capabilities. In a medical bioethics context, such interventions require informed
consent of the recipient in order for that intervention to go ahead. However, when considering particular
enhancements used in the military, the nature, purpose, and context of the enhancement used may
significantly undermine the capacity of a recipient to say no to these enhancements. This is a common
problem for informed consent; how do we ensure that the recipients of medical or biotechnological
interventions consent to these interventions freely? We suggest that the ‘nature’ of these enhancements
presents a conceptual challenge; can a person autonomously say no to an option that will enhance their
autonomy? Further to this, if the purpose of these enhancements is to improve moral decision-making,
can a person justifiably say no to an option that will lead to them make better morally relevant
decisions? In addition, we suggest that in the military context, this becomes even more complicated
because soldiers are not just expected to follow commands, but are trained and inculcated in the
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practice of following commands, and bear certain loyalties to their comrades. We propose that these
contextual elements form the basis to consider soldiers as a vulnerable group with regards to obtaining
informed consent. Finally, the fact that soldiers have signed up to be part of the military and accept
the military doctrine means that they might have to accept these enhancements as part of the job.
In combination, we find that these conditions mean that in certain circumstances, a soldier cannot say
no to an enhancement. However, as we show in the concluding section, this is not a broad statement;
there is still a range of conditions that must be met in order for particular enhancements to be obligatory
in the military context.

2. Cognitive Enhancements as Autonomy-Enhancing Technologies

Cognitive enhancements are those technologies with a demonstrated or potential ability to alter or
modify physiological processes such as decision-making, reasonability, memory, judgement, situational
awareness, attention span, and complex problem solving. We propose that cognitive enhancements
could be viewed as “enhancing” technologies as they improve or have the ability to improve the
physiological processes of how we acquire and process knowledge and understand the world around
us. These cognitive processes, when enhanced, also enhance an individual’s autonomy, i.e., ability
to self-govern (see below for more on this). The two types of cognitive enhancements discussed in
the following paragraphs are: Brain–Computer Interface (BCI) and Non-Invasive Brain Stimulation
(NIBS). As we will discuss below, there is significant disagreement about whether such interventions
do in fact act to enhance one’s moral decision-making.

2.1. Brain Computer Interface (BCI)

BCIs consist of a direct communication pathway between the brain and an external device (usually
a computer platform) via one-way or two-way communication. It is a system that captures brain signals
(neural activity) and transforms these signals into commands that can be controlled by an external
application or instrument [1]. BCIs have four broad characteristics: Ability to detect brain signals,
provide feedback in real time or near time, read/decode brain activity, and provide feedback to the
user on the success of the task or goal attained [2]. Broadly, there are two general uses for which BCIs
can be used with respect to human performance enhancement: (1) Direct signals from the brain used
to direct/alert/command external equipment as an auxiliary to human actions, to control prostheses,
robotics, or weapons platforms, or (2) enhanced sensory or information input and/or control signals to
enhance individual performance [3]. The earlier goals of BCIs—controlling external equipment—have
research origins in medical research and are widely studied for their ability to control prostheses.
As the scope of this paper focuses on human enhancement and not therapeutic uses of technology,
we focus on those technologies that are hoped to improve particular cognitive functions.

Connection between the human brain and a computer interface is established via two methods:
(1) Invasive connections that requiring surgery to implant/connect an electrode inside the skull and (2)
non-invasive connections whereby electrodes are placed on the outside of the skull, either attached to
a cap or helmet. For use in the military as an enhancement (and not for veterans’ medical/therapeutic
purposes), we assume that non-invasive BCIs would be preferred, as this poses less risk to the
individual and is relatively easily reversible compared to invasive/implanted devices. This type of
technology is attractive for use in the military, as it provides the opportunity to increase the brain’s
computational power, information load, and processing speed, which then allows for an enhanced
human performance. BCIs allow for the human brain to handle larger quantities of information
in a shorter time frame compared to the brain’s normal/average functioning. In a military context,
where individuals are required to process significant amounts of information in a short period of time,
BCIs provide the possibility to increase human performance with regards to complex decision-making
and situational awareness. For example, research in this area has indicated that BCIs can improve
facial recognition as well as target detection and localisation in rapidly presented aerial pictures [4,5].
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In reference to BCIs, the US Air War College indicated, “This technology will advance computing
speed, cognitive decision-making, information exchange, and enhanced human performance. A direct
connection between the brain and a computer will bypass peripheral nerves and muscles, allowing
the brain to have direct control over software and external devices. The military applications for
communications, command, control, remote sensors, and weapon deployment with BCI will be
significant” [6].

The United States’ (US) interest in identifying novel ways to enhance human cognition beyond
current capabilities is evident in the projects undertaken by the Defense Advanced Research Projects
Agency (DARPA)1, such as: Restoring Active Memory Replay (RAM Replay), which is a brain
interface project to investigate ways to improve memories of events and skills by studying neural
replays; Targeting Neuroplasticity Training (TNT), aimed to improve cognitive skills training by
modifying peripheral nerves and strengthening neural connections; and Next-Generation Nonsurgical
Neurotechnology (N3), which uses bi-directional BCIs that can control external equipment and
applications such as unmanned aerial vehicles and cyber defence systems [7]. These are all examples
of projects aimed at identifying ways to enhance cognitive functions that extend beyond therapeutic
purposes [8].

2.2. Non-Invasive Brain Stimulation (NIBS)

Non-Invasive Brain Stimulation (NIBS) technologies stimulate neural activity by using either a
transcranial electrical stimulation (tES) or transcranial magnetic stimulation (TMS). TMS and tES have
been demonstrated to improve the cognitive domains responsible for perception, learning, memory,
and attention spans [9]. Research shows that an individual’s ability to detect, visually search, or track
specific targets can be improved by NIBS [10]. Similarly, tES can be used to improve complex threat
detection tasks [11] and to increase risk-taking behaviour [12]. Stimulating specific regions of the brain
that are active when performing complex threat detection tasks and risk-taking behaviour provides
possibilities for use in military operations. The following paragraphs examine the capability of NIBS to
enhance memory, vigilance, and attention, as well as its applicability in a military context.

Memory enhancement research has focused on using TMS and tES to improve working memory
and learning capacities in individuals. Using a direct current stimulation on the dorsolateral prefrontal
cortex (critical for working memory functions) improves the implicit learning of sequential motor
sequences, motor learning, probabilistic learning, explicit memory for lists of words, spatial memory,
and working memory [13,14]. Monitoring the mental state of users allows for enhanced performance
by adapting the user interface to the changes in mental state. Target detection is one area where this
type of technology has been tested. The adaptive interface adjusts accordingly to the feedback given
by an electroencephalogram (EEG) and other physiological measures. Complex flight and driving
simulation tasks have been used to test the usability of attention-increasing technologies. Studies have
investigated the applicability of this technology in air traffic controllers [15] and in military-relevant
training scenarios [16]. Enhanced declarative memory is another area that has military applicability.
Memory enhancement impacts individual performance on tasks relating to situational awareness,
which is of use for fighter pilots and point-shooting [17]. DARPA’s RAM Replay project is aimed at
identifying ways to enhance memory formation and recall to help individuals identify specific episodic
events and learned skills, with research outputs to be applicable in military training activities [18].
Another area where research is done to augment cognitive capabilities useful for the military is to
increase vigilance. Vigilance here refers to the ability to maintain sustained attention in areas of
high workloads and to be able to shift/divide attention between tasks [15,19,20]. Reaction time tasks,
stimulus discrimination, and target counting have been used to measure individuals’ reaction times,
and this information is used to increase vigilance.

1 Former U.S President Barack Obama’s BRAIN Initiative is supported by National Institute of Health (NIH) and DARPA.
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The Halo Sport headset manufactured by the company Halo Neuroscience is one example of
an NIBS product available on the market and tested in a military context. Aimed at increasing
neuroplasticity, the headset has the ability to enhance physical performance; hence, their usage has
been popular among professional athletes [21]. The aspect of the headset that we are interested in here
is the ability to improve cognitive performance. The basis as to how Halo Sport headsets function is the
same as in the general NIBS method; a Transcranial Direct Current Stimulation (tDCS) (a weak current
of approximately 2 to 3 mA) is delivered to the scalp for a duration of several minutes. The current
alters the neural activity in the motor cortex of the brain to impact cognitive functions [22]. The Halo
Sport headsets, tested in a controlled laboratory environment, have been shown to increase accuracy
in cognitive functions but not reaction times. In 2017, Rear Admiral Tim Szymanski, a commander
of the US Navy Special Operations, expressed interest in human enhancement technologies with a
focus on cognitive enhancement technologies. In his statement, the commander requested that the
Defence industry develop and demonstrate technologies that could enhance cognitive performance
in the Navy Special Operations forces [23]. A specific reference was also made to NIBS technologies
that apply an electrical stimulation to the brain to improve performance. Halo Neuroscience’s Chief
Technology Officer indicated that the Halo Sport headset has been tested on Navy Seals, showing
promising results in improved cognitive performance [23]. According to the Naval Special Warfare
Development group (SEAL Team Six), this technology has shown promising results for sleep-deprived
individuals performing under hard training environments. At the time, this device was being tested at
five military sites. Though the area that has shown the most promising improvements with the use of
Halo Sport headsets is physical performance, testing regimens also showed significant improvements
in cognitive functions, which has warranted its use for this particular purpose as well.

3. Decision-Making and Autonomy

Autonomy is not only a complex notion, but is one of the most contested areas in philosophy
and ethics. We do not expect to answer any of those open questions here, but draw attention to
the connection between the technologies as described and autonomy. As Christman describes it,
autonomy is the “idea that is generally understood to refer to the capacity to be one’s own person,
to live one’s life according to reasons and motives that are taken as one’s own and not the product of
manipulative or distorting external forces” [24]. Our view on autonomy is that there is some relative
equivalence between what a person does and the reasons that they have for acting.2 This is a somewhat
Kantian notion where reason and rationality play a key role in autonomy and, more generally, in ethics.
This stands in the face of other views, like that of Haidt’s social intuitionist model, in which reasons play
far less of a role than the in Kantian model [28]. However, as Kennett and Fine argue, an “examination
of the interaction between automatic and controlled reflective processes in moral judgment provides
some counter to scepticism about our agency and makes room for the view shared by rationalists
and sophisticated sentimentalists alike that genuine moral judgments are those that are regulated or
endorsed by reflection” [29] (p. 78). The important point is that if technologies can change cognitive
capacities and practices, they could play a role in improving moral decision-making. Our purpose
is to draw attention to common elements of autonomy, and to see how they play out in relation to
particular enhancement technologies when used in a military context.

In particular, of the technologies that we have reviewed, they are all expected and intended to
impact upon and improve decision-making in different ways. The connection to autonomy is that
improved decision-making sits in part with the notions of autonomy as increasing “the capacity to be
one’s own person, to live one’s life according to reasons that are taken as one’s own.” By increasing
capacities like memory, attention, and vigilance, we suggest that these technologies are increasing
the recipient’s autonomy by enhancing their decision-making capacity. Moreover, insofar as these

2 For more on autonomy and self-identification [25,26] and for the argument about reasons and autonomy, see [27].
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enhancements increase such decision-making while in positions of high cognitive demand and stress,
like conflict, then they are minimizing the “distorting external forces.” While more can be said about
the connections between increased decision-making capacity and autonomy, the point here is to show
that the technologies described are hoped to have some potential to enhance autonomy.

4. Informed Consent

The idea of autonomy in a medical context is frequently operationalized in terms of informed
consent. Similar to the elements of autonomy mentioned above, we are primarily interested in whether
a person has freely consented to a given enhancement; could they have done otherwise, and was there
some external agent or factor that interfered with their decision-making? This draws from the third
aspect of autonomy described by Christman above, that decisions made by the person are not the
product of an external agent. The concept of informed consent, developed out of the Nuremburg
Doctors’ Trials in 1947 which led to the creation of the Nuremburg Code, consists of 10 principles that
constitute basic legal and ethical rules for research involving human subjects. The first principle is:
“The voluntary consent of the human subject is absolutely essential” [30]. This principle is, for the
most part, concerned with the individual’s ability to exercise free power of choice and to be free of any
intervention of force, deceit, duress, coercion, or constraint. Under this principle, the individual should
also be given access to sufficient knowledge of the decision to be made and is able to understand
the elements involved in the decision-making. The ability to refuse or say no to a decision is also an
essential element of informed consent, or, more importantly, voluntary informed consent. The right to
say no (or withdraw or refuse) is a direct indicator of the individual’s ability to “exercise free power
of choice” without any coercion, duress, or intervention [30]. Examining this concept in a military
context, it is important to identify situations in which soldiers have the ability to refuse an order or
directive to accept enhancement technologies.

5. Vulnerability and Saying No

Proper informed consent practices recognize that people may be especially vulnerable to
diminutions in their autonomy and capacity to give informed consent. Human research ethics
addresses the concepts of vulnerability in depth, some aspects of which are applicable here. For example,
prisoners are treated differently with relation to informed consent compared to other adults in medical
contexts [31–33]. This vulnerability comes from factors such as prisoners being placed in physical
isolation and the power dynamics in the relationships with authority figures. Prisoners are at a greater
risk of being manipulated or coerced into accepting interventions that they may otherwise refuse.
This special vulnerability comes from aspects such as: Do prisoners have the capacity to understand
what is being asked of them and what they are consenting to? Do they have the capacity to say no?
If they do consent to an intervention, how can we be sure that the individual in this case is saying
yes to an intervention freely and not as a product of coercion by institutional authorities? Based on
these aspects, prisoners require special safeguards when it comes to obtaining informed consent for
medical interventions.

Soldiers are not the same as prisoners in their roles and treatment within their relevant institutions;
however, the concept of unseen pressures and the possibility of coercion and duress can be used to
draw some parallels between these two scenarios. The directives to obey the chain of command and
subsequent reprimand if one disobeys create an environment in which soldiers could feel unduly
pressured into accepting enhancement technologies. The power imbalance in authority relationships
formalised in the military’s hierarchical systems directly impacts an individual’s right to say no to
enhancement technologies.

For instance, decisions involving the use of human enhancement technologies would, at a
minimum, involve an authority figure (a commander or responsible officer), research or technical
specialist, and a physician if the enhancement involves an alteration to the human physiology (such as
cognitive enhancements). If it is the case that the enhancement is used for a specific operation
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(on-the-ground testing), one can presume that the unit or team members would need to be privy to the
decision-making process. Privacy and confidentiality are normally available in a medical setting under
doctor–patient confidentiality and individual privacy laws, or in a research setting with the ethics
approval for the specific study. In prisons, such privacy and confidentiality are limited by the need for
prison officers, medical specialists, etc. to share information about a given prisoner. Moreover, given
the close confines when being incarcerated, information is hard to suppress, and can travel quickly
and easily among inmates. Similar practical limits on privacy and confidentiality apply in a military
context. Like with prisoners, we recognize a form of differential vulnerability arising from informal
authority relationships, such as those with one’s team members and other outranking officers.

In addition, the “mission first” values that are promoted in the military add to the constraints in
the individual’s ability to freely consent. Where the commanding officers’ priorities and those of the
individuals may not align, commanding officers may prioritise mission success and safety of the unit
as a whole over one individual’s safety or privacy. This may not be the case of the individual being
asked to accept a brain-stimulating technology that could potentially leave them with adverse side
effects, whether they are in the long or short term. History has shown that this is the case, as military
personnel have been coerced or pressured into accepting experimental vaccines, which have later on
been identified as having less-than-ideal efficacy and several side effects that were long-lasting [34].
Whilst some of the enhancement technologies are supported by scientific research conducted to
investigate their functions prior to use, the testing protocols are not the same as a product that would
be tested prior to release to the market, thereby raising concerns regarding safety and efficacy.

Vulnerability, as discussed here, is a set of contextual elements: Institutional and differential
vulnerability [35]. Institutional vulnerability arises from individuals being subjected to authority
relationships where the power imbalance is formalised in hierarchical systems, and differential
vulnerability arises when individuals are subjected to the informal power dynamics from authority of
others. The above example involving prisoners is used here to highlight the parallels that can be drawn
with regards to obtaining informed consent from soldiers. In the following sections of this paper,
we suggest that because of the elements of contextual vulnerability arising in the military context,
soldiers fit the conditions of an especially vulnerable population, even when the specific technology
could potentially enhance their autonomy through improved decision-making.

6. Can a Soldier Say No? The Special Case of Soldiers

In this section, we look at three situations where the recipient is compelled to say yes, and we ask
if they could say no. First, can a soldier autonomously say no to interventions that will enhance their
own autonomy? Second, given the moral significance of some of their future actions, does morality
itself compel a person to enhance their morality? That is, can a soldier say no to making better moral
decisions? Finally, in a military context, soldiers are expected to follow commands. Therefore, can a
soldier say no to following a command given the special conditions of being in the military and the
ethical implications of doing so?

6.1. Can a Soldier Say No to Themselves?

The first issue where a soldier’s capacity to say no is limited derives from the potential for an
intervention to change them. It is a question of continuity or “numeric identity”.3 Essentially, does
the Soldier at Time 1 (T1) owe it to themselves for Soldier at Time 2 (T2) to be enhanced? The basic
idea of this question works on two related aspects of numeric identity: First, that the enhancement
causes some significant rupture between Soldier at T1 and Soldier at T2, such that there is no relevant

3 We note here that in the philosophical literature, these issues are typically covered under discussions of “personal identity”
rather than “numeric identity”. However, as “personal identity” is also used in non-philosophical disciplines to refer to
psychological aspects of a person’s identity, we have chosen to refer to this as “numeric identity”. For more on this particular
nomenclature, see Henschke [26].
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continuity between them; second, that Soldier at T2 not only has significantly enhanced autonomy as a
result of the enhancement, but also that this matters morally. Combining these two points, as Soldier at
T1 and Soldier at T2 are different enough people (as a result of the rupture), and Soldier at T2 will be
so significantly improved by the enhancement, that Soldier at T1 owes it to Soldier at T2 to undergo
the enhancement.

The first premise of this argument draws on notions of numeric identity. Essentially, are Soldier at
T1 and Soldier at T2 the same person or different people? “Discussions of Numeric Identity . . . are
often concerned with what is needed for a thing to be the same as itself. If time passes, how do we
judge that” the Soldier at T1 and Soldier at T2 are the same person? [26]. Consider here Sally who,
since the age of 10, has wanted to join the army. By the time she is 30, Sally has spent a number of
years as a soldier and fighting in conflict zones; Sally at 30 years old (at T2) has a set of physical,
psychological, and experiential attributes that are going to significantly differentiate her from who she
was as a ten year old at T1. We can obviously see that Sally is different at the two times. “But despite
these changes, most of us would say that Sally is the same person she was at ten years old, now and
until she dies... That is, Sally’s identity persists through time, despite the obvious fact that she has
changed” [26]. So, on the one hand, Sally at T1 and Sally at T2 are different, but on the other hand,
Sally at T1 and Sally at T2 are the same.

The way that people have sought to explain this persistence or continuity, despite the differences,
draws on different aspects of Sally. One is what Derek Parfit called overlapping chains of psychological
connectedness [36–38]. The person Sally is today is very similar to the person she was yesterday.
The person she was yesterday is very similar to the person she was two days before, and so on. So,
though she may not be exactly the same person now as she was at ten years old, as long as there
is a continuity of states that links the person she was then to the person she is now, an identity
claim holds [26]. Others suggest an alternative explanation. Instead of these overlapping chains of
psychological connectedness, it is the facts about Sally’s physical persistence that make her the same
person at T1 and T2.4 On this bodily criterion of numeric identity, it is the facts of the ongoing physical
existence that make Sally the same person.

We suggest here that, whichever account one favours (psychological connectedness or the bodily
criterion), Soldier at T1 and Soldier at T2 are the same person. Though they are different, they are not
different people. T1 and T2 are still likely going to be psychologically connected, and their body is
ongoing. That they have received a technological intervention that enhances them is not sufficient
cause to say that they are different people. On both accounts, they are still the same.

This is all relevant to whether the soldier can say no to an enhancement, as one potential argument
against saying no is that the soldier owes it to their future self to say yes. On this argument, if Soldier
at T1 said no, they would be unfairly denying Soldier at T2 the options or capacities offered by
the enhancement. We encounter a similar form of argument in discussions about environmental
stewardship and what present people owe future people [40,41]. On the issues of what we owe future
people, the issues rely in part at least on generational injustice, which in turn relies on the people at T1
or Generation 1 being different people from the people at T2 or Generation 2. Likewise, the “owe it to
their future self” argument relies on the two selves being different people; it requires some significant
difference between T1 and T2 selves. However, this does not work as a compelling argument if T1 and
T2 selves are the same. Insofar as they make a free decision, and the soldier is making an autonomous
decision about themselves, they are not denying the options or capacities to any different future self.

Another way that the “owe it to themselves” argument can run is like this: Soldier at T2 is not
simply improved or enhanced by the intervention, but their rational capacities and the resulting
autonomy from those rational capacities are so far in advance of Soldier at T1, that Soldier at T2
essentially has “authority” over Soldier at T1. Here, we can look at the arguments around advance

4 For instance, see [39].
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directives where a previous self has authority over the present self, but only when the previous self’s
autonomy is so far above the present self’s extremely low autonomy [42]. In our situation, while
the temporal logic is the reverse,5 the core of the argument is the same. One’s self is so significantly
advanced in terms of its autonomy that the enhanced self has authority over the less autonomous
self. As such, Soldier at T1 owes it to themselves to do what they can to bring Soldier at T2 about.
However, we think that, with the particular technologies being the way that they are at the moment,
it is unlikely that the Soldier at T2 would be so significantly enhanced that their autonomy must take
precedence over that of the Soldier at T1. Thus, we think that the authority of the Soldier at T2 is not
sufficient enough to prevent Soldier at T1 from saying no.

6.2. Can a Soldier Say No to Making Better Moral Decisions? Moral Decision-Making in a Military Context

The next argument is more compelling. The basic claim here is that the soldier cannot say no to
an enhancement if that enhancement improves their moral decision-making. For example, an NIBS
technology that could enhance a soldier’s situational awareness or vigilance to the extent that they
are able to process a considerable amount of information load could allow a soldier to improve their
moral decision-making compared to that of a non-enhanced soldier. This might be a sacrifice they
are compelled to make. Consider this argument by analogy: A soldier in a conflict zone is offered the
option of using weapon 1 or weapon 2. Weapon 1 is a weapon that they have been using for years
and they feel comfortable with it, and they like to use it. They are familiar with weapon 2, but they
do not feel as comfortable with it. However, in this particular conflict zone, there is a reasonable
risk that particular forms of combat will kill innocent civilians, and the soldier knows this. Now,
weapon 2 is much more likely to avoid civilian casualties or harm, but other than that, it will impact
the enemy the same as weapon 1. Again, the soldier knows that weapon 2 will be far better in terms of
its discrimination. In this scenario, as per the ethics and laws of armed conflict, the soldier needs to
choose weapon 2 over weapon 1.

The underpinning logic of this is that soldiers have a duty to not just adhere to relevant moral
principles, but if there are two options and one meets the moral principles better than the other
one, they ought to choose that better option. Here, they are compelled to follow what morality
demands. The same reasoning would likely hold with regard to particular enhancements; if the soldier
is presented with an option that would improve capacity to adhere to and meet specific military
ethics principles, then that option ought to be chosen. On the face of it, the soldier’s general moral
responsibility overrides any personal disagreement they might have with a particular technological
intervention. This idea that people should be morally enhanced is currently an idea being explored in
the literature [44–47]. These authors have advanced the argument that we ought to morally enhance
ourselves if such enhancements exist. Some of these authors take quite a strong line on this. If safe
moral enhancements are ever developed, there are strong reasons to believe that their use should be
obligatory [46].

Their reasoning turns on access to destructive technologies like weapons, and is similar to what
we have offered here:

Around the middle of last century, a small number of states acquired the power to destroy
the world through detonation of nuclear weapons. This century, many more people, perhaps
millions, will acquire the power to destroy life on Earth through use of biological weapons,
nanotechnology, deployment of artificial intelligence, or cyberterrorism . . . To reduce these

5 We also recognise here that there is perhaps an additional step required to make the claim that the T2 self has authority over
the T1 self—that the future self can direct or dictate things to the present self. However, this line of argument may rely on
some form of backwards causation, where the future causes present events to occur. We note here that backwards causation
is a somewhat contentious concept. For more on backwards causation, see [43].
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risks, it is imperative to pursue moral enhancement not merely by traditional means, such as
education, but by genetic or other biological means. We will call this moral bioenhancement.

[47]

We suggest that in the context of military decision-making, particularly when considering decisions
that are of significant moral weight, such as deciding when to shoot, who to shoot, and so on, there seems
to be a convincing argument that soldiers ought to be morally enhanced. However, this is a contingent
claim. First, this is not a blanket claim that the soldier must assent to all enhancements. It is only
relevantly applied to enhancements that enhance their moral decision-making. We note here that there
is an important discussion about the assumptions and feasibility of moral enhancement. One general
assumption is that there is some agreement on what constitutes “good” moral decision-making.
Much of ethics, from one’s metaethical position to one’s preferred normative theories, is a series of
open questions. However, we point out here that in the military ethics context, there are some generally
accepted principles like discrimination, proportionality, and necessity that must be met. We do not
claim that these principles are true, but instead agree with the just war tradition that things are better,
all things considered, when soldiers adhere to these principles.

In terms of feasibility, as Harris points out, if moral enhancement involves the reduction of
morally problematic emotions like racism, then he is “sceptical that we would ever have available
an intervention capable of targeting aversions to the wicked rather than the good” [46]6. Similarly,
Dubljevic and Racine argue that “an analysis of current interventions leads to the conclusion that they
are ‘blunt instruments’: Any enhancement effect is unspecific to the moral domain” [47].7 The worry
here is that the technologies that might aid in moral enhancement are so imprecise as to be discounted
as serious ways to improve moral behaviour and so on. In Harris’ view, we should instead focus on
current methods of moral enhancement like education [48]. We consider these points to be reasonably
compelling; there is good reason to be sceptical about the likelihood that these technologies will have
the precision to reliably and predictably improve moral decision-making. However, for the purposes
of this paper, in order to explore the ethical implications of these technologies, we are assuming some
potential for these technologies to work as promised [49]. That said, this is an in principle argument.
Without certainty that these interventions do enhance moral decision-making, the argument against
saying no becomes significantly weaker.

For instance, we need to question which interventions actually constitute enhancements to moral
decision-making. For instance, given the relation between enhanced memory, vigilance, and attention
span and decision-making, as discussed in earlier sections of this paper, and the relations between
improved decision-making and moral decision-making [29], one could argue that interventions that
improved the quality of a soldier’s cognitive functions do in fact enhance their chances at making
better moral decisions.8 It is important to note that whilst the enhancements examined in this paper
have the capability to enhance cognitive functions, research investigating the efficacy of some types of
commercially available NIBS products has shown that these enhancements may not be as effective as
expected [51].9 Our thought here is that, as we are entertaining a claim that the soldier ought to be
compelled to accept the intervention, there would need to be more than a mere likelihood that such
an intervention will reliably enhance their moral decision-making. We suggest that this is reliant

6 See p. 105.
7 See p. 348.
8 As noted earlier, a somewhat Kantian approach to reason and decision-making, as well as their connection to moral

decision-making. For this, we draw from the work of people like Michael Smith, or Jeanette Kennett and Cordelia Fine [28,29].
This is, in contrast, a more Humean account, like that of the social intuitionist model of moral decision-making advocated by
Jonathan Haidt [50].

9 In some cases, one type of cognitive function could be enhanced at the cost of another. For example, increased learning
memory could come at a cost of decreased levels of automated processing.
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on a combination of assumptions about moral psychology and empirical claims about particular
interventions.10

We also need to take into account other factors—does the intervention have any side effects?
In particular, does it have any side effects on moral decision-making? For instance, amphetamines
are a range of pharmaceutical interventions that have been used to reduce the need for sleep in the
military [53]. However, they have a range of side effects, such as causing aggression and long-term
psychological effects that would argue against a soldier being compelled to take them on moral grounds.
Investigation into potential side effects of NIBS identified short-term side effects, such as reactions at
the electrode sites, as well as a few cases of black-outs and seizures [17,52]. These investigations were
done on voluntary healthy patients in a medical/laboratory setting. As the technology is still relatively
new, further investigation will be required to identify long-term side effects of their use. Any side
effects would need to be taken into account and weighed against the likelihood that the intervention
does indeed improve moral decision-making. For instance, if there was only an inference that the
intervention improved moral decision-making and there were known deleterious side effects of the
intervention, the case that the soldier can say no is much stronger.

However, even if the interventions were likely to improve moral decision-making without
significant side effects, some might still balk at the idea that soldiers must consent to such enhancements.
This is because such interventions seem to override the principle of autonomy. However, perhaps
the soldier has to assent to enhancements that would improve their moral decision-making capacity.
This is because of the nature of military actions, or at least military actions that involve killing people.
These actions are of significant moral weight, and so need to be treated differently from non-moral
decisions or actions.11

There is a counter-argument to this: That the position that one must assent to moral enhancements
is absurd and extreme. If it is true that we must accept interventions that improve our moral
decision-making, then everyone on earth is morally required to assent to these moral enhancements.
If the particular case holds in the military context—that a soldier must consent to being morally
enhanced—this would surely hold for everyone, and this seems absurd: It would seem to be such
a significant infringement on personal autonomy, bordering on authoritarianism, that we ought to
reject it. While there is perhaps substance to this counter-argument at a general level, we can reject it
as an argumentum ad absurdum, as we are only looking at the military context. Moreover, we are
only considering those military members whose roles and duties would have them being forced to
make life and death decisions, and to make those decisions in a way that would benefit from the
enhancements described in Section 2. The average person does not face such life and death decisions in
such high-pressure contexts. Finally, even if we constrain potential recipients to the military, arguably,
no military has or will have the capacity to roll this out for every serving member. Maybe they
should [46,55,56], but that is a different point from what we are concerned with here. What we are
concerned with is the capacity to say no. As we can reasonably constrain the claim to particular
members of the military, the argumentum ad absurdum fails.

10 Counter-arguments [52] indicate that concerns regarding explicit coercion and potential impact on individual autonomy and
informed consent in the military are perhaps misplaced given the low prevalence of use, social acceptance, and efficacies of
tDCS still yet to be explored. However, we propose that though these interventions are not widely used as yet, it does not
negate exploration of potential ethical concerns should their use become more widely accepted.

11 We recognise that this position, that “moral reasons” can override personal beliefs, is contentious and contested. While we
do not have space to cover the topic here, we suggest that one of the features of moral reasons that makes them different
from non-moral reasons is that they ought to count significantly in one’s decision-making [54]. What we will say is that,
given the specifics of the technologies that seem likely to be used for such enhancements, as they are currently non-invasive
and potentially reversible, the argument that a soldier has a right to conscientiously object to such enhancements is weak.
Like “weapon 1” versus “weapon 2” above, if the technologies do enhance moral decision-making and are not so different
from using two different weapon types, the right to say no is limited at best. However, as we have taken care to note
throughout the paper, there is perhaps a stronger conscientious objection argument that says “I say no to this technology,
because it does not actually enhance moral decision-making.”
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6.3. Saying No to an Order: Ethics of Following Commands and Being in the Military

The third element of this discussion arises because of the special conditions of being in the military.
First, soldiers are trained to follow orders, thus diminishing their capacity to say no. Second, soldiers
decide to enter the military with the knowledge that they will not only be asked to potentially engage in
risky activity, but also have the foreknowledge that they will be expected to follow orders. These points
are complex and nuanced, as we will discuss, but when combined with the previous argument about
saying no to making better moral decisions, we suggest there might be a situation where a soldier
cannot say no to particular moral enhancements.

As an essential part of their training, soldiers are trained to follow orders, something that may
conflict with their existing moral identity [57]. Of course, this does not mean that they are an automaton;
many professional militaries now include training on the laws of armed conflict, military ethics, and
the just war tradition. Any such training will explicitly or implicitly include recognition that a soldier
should not follow an order that they know to breach the laws of armed conflict or a relevant ethical
principle. For instance, many soldiers are taught that they can refuse to follow an order to kill a
prisoner of war or an unarmed unthreatening civilian. However, as history shows [58], commanders
still give orders that are illegal or immoral, and many soldiers still follow those commands. Moreover,
as was infamously demonstrated by Stanley Millgram, many people will follow the commands of
someone perceived to be in a position of authority even if what they are being asked to do is objectively
morally objectionable [59,60]. The point here is that even when significant moral principles may be
transgressed, many soldiers will still follow those commands; their capacity to say no is diminished.

The relevance here is that if it is generally psychologically difficult for a soldier to say no to a
command, particularly commands that do not obviously contravene the laws or ethics of war, it may
be equally psychologically difficult to be able to say no to commanders commanding them to accept an
enhancement. We can consider here a general claim that the military command structures, training,
and socialisation to follow orders undermine our confidence that soldiers can say no to enhancements.

Adding to this explanation, again arising in part from military training, is that soldiers feel a
significant responsibility to their comrades and/or to the nation for which they fight. “The role of this
socialisation process is to separate soldiers from their previous social milieus and inculcate a new
way of understanding the world. Central to this process is loyalty, obedience, and the subsuming
of one’s individual desires to the needs of the greater cause” [61]. Not only are soldiers trained to
consider seriously sacrificing themselves for some greater good, but as training progresses, they are
taught that they ought to. “The officer in training builds up a professional identity on the basis of
his personal immersion in the ongoing, collective narrative of his corps. This narrative identity is
imparted not by instruction in international law but by stories about the great deeds of honourable
soldiers” [62]. Some see this loyalty to one’s closest comrades as fundamental to military practice:
“The strongest bonds are not to large organizations or abstract causes like the nation; rather, they are to
the immediate group of soldiers in one’s platoon or squad, before whom one would be ashamed to be
a coward”—Frances Fukuyama, quoted in [61]. Here, the issue is whether a soldier feels like they can
say no because they are concerned that, if they do, they will be letting their comrades down.

Similarly, a number of people sign up to be soldiers due to a sense of loyalty to their nation,
to protect their nation, and to fight for what is right. Serving in the military “is a higher calling
to serve a greater good, and there is nothing incoherent or irrational about sacrificing oneself for a
greater good” [63]. On this view, soldiering is not a mere job, but something higher. For a group like
“the clergy, the ‘larger’ and ‘grander’ thing in question is the divine. [In contrast, for] soldiers, it is
the closest thing on earth to divinity: The state” [63].12 Here, rather than the loyalty being to their
comrades, it is to the larger nation for whom they fight and/or the values for which they fight. In both

12 We note here that this author is not endorsing this view; rather, they are describing the notion of military service as distinct
from a normal job [63].
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aspects, though, we can recognise a strong weight in favour of doing what is asked; were this another
job, the responsibility to would play far less of a role; very few jobs reliably expect a person to sacrifice
their life for their job. “If it is not permissible for civilian employers to enforce compliance with such
‘imminently dangerous’ directives, then why is it permissible for the military?” The obvious answer
is that soldiers make a commitment of obedience unto death; they agree to an “unlimited liability
contract” upon enlistment, called so because there is no limit to the personal sacrifice that they can
legitimately be ordered to make under that contract [63]. Given the importance of soldiering, the soldier
forgoes many basic rights. In line with this, they may also forfeit a right to say no to enhancements.

This brings us back to the argument that we need to think of informed consent in a military
context as different from informed consent in a medical context. What we might need to think of is that
entry into a military context is a broad consent, where you consent to giving up other latter consents.13

This is not a “freedom to be a slave” argument, as the military service will typically end, but where
enhancements differ is that they are ongoing.14

However, this all brings us to a second vital aspect of the capacity to say no—soldiers sign up to
join the military, and unlike many other jobs, they are expected to follow orders. We would hope that
people signing up to join the military would have some foreknowledge that what they are committing
to is different from a normal job, with a set of important expectations, including following orders.
For instance, it would be absurd to join the military and then complain about their commander being
bossy, and that they do not like guns or state-sanctioned violence. It is essentially a form of caveat
emptor, where the person knowingly gives up certain freedoms as part of joining the military; their
freedom to say no is significantly curtailed. Just as they have significantly diminished freedoms to say
no to commands, their freedom to say no to an enhancement is diminished. We return to the issue of
exploitation in enlistment below.

The above argument becomes even more compelling when considering the narrowed focus that
this paper has—whether a soldier can say no to technologies that enhance their military decision-making
capacity. As we discussed in the technology summary and in the section on whether a soldier can
say no to themselves, the technologies we are concerned with are those that are non-permanent and
non-invasive. While their intended use is explicitly to enhance a person’s decision-making capacity in
a military context, thus qualifying them as an enhancement technology, they are as much a military
tool as they are a biotechnological intervention. While the interventions we are concerned with here
are not equivalent to asking a soldier to carry a weapon or put on body armour, they are not exactly
equivalent to an invasive clinical intervention to irreversibly alter their physiology.

The relevance of this is that the arguments about saying no to clinical interventions that one
finds in the biomedical literature have less purchase in the military context than they do in a clinical
biomedical context. That informed consent in a military context is different from that in a medical
or clinical context is a well-founded view [67–69]. This does not mean that we jettison the notion of
informed consent in a military context, but rather that it needs to be adapted to that context.

We also need to consider whether the purposes of particular enhancements add further moral
weight to the argument that soldiers cannot say no. For instance, if the enhancement was shown to
increase a particular military team’s success or survival rate, then there is an increased weight for that
enhancement to be accepted; for example, if cognitive enhancements were so advanced to the stage that
they could significantly enhance a soldier’s memory processing or reduce or eliminate cognitive fatigue
in the battlefield, factors that directly impact survival rate on the ground. It is like a soldier saying
no to a better weapon; insofar as that better weapon hits its targets but is more proportionate and
discriminatory than existing weapons, we find a prima facie case that the soldier should use the better

13 For more on broad consent, see [64,65].
14 For more on enhancements and the duty of care to veterans, see [66].
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weapon. So too, we have a prima facie case that the enhancement be accepted.15 Moreover, as was
discussed above, if the particular enhancement is likely to increase the capacity to adhere to ethical
principles like jus in bello proportionality or discrimination, then they should not say no to making
better moral decisions. The relevance to this section is that both of these arguments that a soldier has
responsibility to fight better are strengthened when considering that the soldier signed up for entry
into the military.

All that said, this argument has a significant caveat of its own—it assumes that all people join
the military freely and with the relevant advance knowledge of what this role entails. However,
as Bradley Strawser and Michael Robillard show, there is risk of exploitation in the military [71].
Exploitation of people’s economic, social, and educational vulnerabilities to get them to enlist in the
military would significantly undermine any notions of broad consent or that soldiers must accept
enhancements because “they knew what they were getting into when they signed up.” Moreover, the
arguments developed here are considerably weaker if considering soldiers who were conscripted to
fight. Thus, not only does the context of the military change how we would assess whether they can
say no to an enhancement, but the conditions under which soldiers are enlisted are also essential to
any relevant analysis.

7. Conclusions

In this paper, we examined the challenges associated with autonomy-enhancing technology used
in a military context, particularly a soldier’s right to say no to these types of technologies. Some parallels
can be drawn between enhancements used in the military and similar interventions used in medical or
therapeutic contexts. However, we propose that the nature, purpose, and context of the enhancements
used in the military raise special concerns regarding the impact on individual autonomy, informed
consent, and the ability to say no to such enhancements.

Examination of current technologies indicated that the nature and function of the technologies
require further evidence to ascertain that, as a blanket rule, autonomy would be enhanced to the extent
that it would override a soldier’s right to autonomy and informed consent rule. In addition, challenges
to obtaining informed consent become more complex when in a military context. We propose that
soldiers can be considered an especially vulnerable group due to contextual elements that highlight
institutional and differential vulnerability. A system in which power imbalances are formalised in
authority relationships and hierarchical command structures, where a higher priority is given to
the success of the operations and safety of the unit as a whole over individual rights, could impact
a soldier’s ability to refuse an enhancement that is considered to be beneficial to the very aspects
considered a higher priority. Further to this, the lack of individual privacy that would otherwise
be afforded to civilians (in a medical context) could also diminish a soldier’s capacity to say no to
an enhancement.

Looking at possible situations that could compel a soldier to accept enhancements, we examined
the argument where soldiers potentially owe it to themselves to accept an intervention that could
benefit them in the future. Unpacking the concepts of numeric identity and potentially denying one’s
future self from a benefit, we propose that the current enhancements and the benefits they offer at this
stage are unlikely to enhance a soldier to the extent that the rights of their future self takes precedence
over their current self.

Another scenario in which a soldier may be compelled to accept an enhancement is the possibility
of making better moral decisions. In this case, we propose that soldiers, by the nature of their work
in making life and death decisions, could possibly be compelled to accept an enhancement if it is
certain that said enhancement would guarantee a better moral outcome in line with jus in bello and Laws

15 We are thinking here of a parallel argument that remote weapons like drones should be used if, all other things being equal,
these remote weapons reduce risk to one’s own soldiers [70].
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Of Armed Conflict (LOAC). This is not a blanket claim to all enhancements, but to those that only
produce a better moral decision and a better moral outcome. However, even in this scenario, potential
side effects of the enhancement and likelihoods of outcomes need to be taken into consideration.
Even then, it does not warrant an override of autonomy and informed consent, but rather a need to
ensure that safeguards are in place to protect soldiers’ rights even if they are compelled to accept
such enhancements.

Finally, we looked at the argument that claims that soldiers sign up to follow orders when they join
the military; hence, they have foreknowledge that they are committing to a job that comes with certain
risks and sacrifices. Considering the focus of this paper—the question of whether a soldier can say no
to an autonomy-enhancing technology, provided that the technology is non-invasive, not permanent,
and explicitly used to enhance a person’s decision-making capacity—we propose that a soldier could
be compelled to accept said technology with their right to say no being considerably diminished.
However, a caveat here is that not everyone joins the military freely, without exploitation, and with
sufficient knowledge of what their roles would entail.

Whilst there are narrowly focused scenarios in which a soldier could be compelled to accept
autonomy-enhancing technologies impacting their right to say no, this would need to meet the
thresholds highlighted in scenarios in this paper. Even so, rights to individual autonomy and obtaining
informed consent should not be forgone; rather, an understanding of the nature, purpose, and context of
the use of such enhancements in the military context is warranted, as is identification of the appropriate
measures that could be implemented to ensure that individual rights are not corroded. Adding to that
the risks of exploitation and issues like conscription, we need to be explicit that our argument is one
that comes with a series of important caveats and restrictions. We are not saying that a soldier loses
any right to say no to an enhancement.
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Abstract: In this article, a practical look is taken at some of the possible enhancements for humans
through the use of implants, particularly into the brain or nervous system. Some cognitive
enhancements may not turn out to be practically useful, whereas others may turn out to be mere steps
on the way to the construction of superhumans. The emphasis here is the focus on enhancements that
take such recipients beyond the human norm rather than any implantations employed merely for
therapy. This is divided into what we know has already been tried and tested and what remains at
this time as more speculative. Five examples from the author’s own experimentation are described.
Each case is looked at in detail, from the inside, to give a unique personal experience. The premise
is that humans are essentially their brains and that bodies serve as interfaces between brains and
the environment. The possibility of building an Interplanetary Creature, having an intelligence and
possibly a consciousness of its own, is also considered.
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1. Introduction

The future life of superhumans with fantastic abilities has been extensively investigated in
philosophy, literature and film. Despite this, the concept of human enhancement can often be merely
directed towards the individual, particularly someone who is deemed to have a disability, the idea being
that the enhancement brings that individual back to some sort of human norm. Cochlear implants,
artificial hips and even deep brain stimulators for Parkinson’s disease are all good examples of the sort
of technology designed for a specific group need. This form of enhancement is not the main subject of
this paper. Rather, here we concern ourselves with human enhancement which takes a human (norm)
as a starting point, employs technology by means of an implant in some way and as a result realises
a superhuman.

When looking at ideas from science fiction, the fundamental concept of the superhuman tends to
be limited by the restrictions of the imagination of the creator of an idea and/or those who will take
on board what has been suggested. Hence, many ideas of the superhuman ignore the capabilities
of technology today, never mind technology of the future, and produce superhumans with a pretty
limited set of capabilities—for example, the Hulk, who is bigger and stronger, and Superman, who can
fly and has enhanced hearing and cold breath or superspeed; coupled with that, the script writer will
most likely be limited in terms of their knowledge as to what is technically possible and what is not.
Further, for popular media, it usually has to be possible to visualize (on a screen) and understand any
enhancement employed, and this eliminates a plethora of possibilities.

An example of such restrictions at this time might be useful. Consider the film of the
story I, Robot [1], starring the actor Will Smith. Essentially, the control of physical robots in the
world is taken over by a computer system, thereby causing havoc amongst humans. Each robot is
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itself not particularly intelligent—nothing wrong there—but the computer system which controls
them is. But firstly, the robots all look like metallic versions of humans, whereas that is not what
most machines/robots actually look like or would need to look like. Secondly (and more importantly),
the computer system turns out to be one big supercomputer in one specific building, which of course
our hero Will Smith can gain access to and destroy, thereby saving the world. Even now, we have cloud
computing (was a version of that filmed in The Terminator?), and it is network-based (how could we
switch off the internet even now really/practically?).

In the next section, I have a brief look at some therapies that can be modified into some sort
of enhancement and then very quickly mention available technologies and where they might lead,
if anywhere. Following this, I focus more on such technologies as growing brains and direct connections
into the human brain and nervous system specifically for enhancement. Subsequently, I briefly discuss
some of the ethical issues, in a realistic way, and finally, rather than trying to draw some conclusions,
there is a meandering discussion.

2. Therapy

Deep brain stimulation is a procedure employed, in terms purely of therapy, for the treatment
of Parkinson’s disease, Tourette’s syndrome, epilepsy and clinical depression. Electrical signals at a
frequency of 150 to 190 Hz are applied into the thalamus or subthalamic nucleus of the brain. The effect
of these signals is to counteract the original problem. The deep brain electrodes can also be connected
bi-directionally with a computer such that electrical activity in the brain can be monitored. Using AI
techniques, a better understanding of the nature of Parkinson’s disease has been obtained [2]. It is also
possible for the monitoring computer to be located remotely from the patient, e.g., in a different country.
Hence, signals within the brain can be tracked in real time and fed into a computer. The computer
can analyse these signals and generate alternative signals that are fed directly back into the brain.
Effectively, in this example, part of that person’s brain resides not only outside their body but physically
in a different country.

In another vein, in the 1950s, Olds and Milner [3] implanted electrodes directly into the lateral
hypothalamus of the brain in several rats. Each electrode was connected to a stimulator that was
activated by the touch of a button. The electrical stimulation was aimed at causing feelings of pleasure.
The rats were taught how to press the button themselves, giving them the feeling of pleasure. They were
then given the choice between the pleasure button and a button that resulted in them being given food.
The rats continually chose the pleasure button even when they were hungry and starving. Very similar
results were obtained when rats were replaced by monkeys.

Consider that a brain implant can be employed to overcome clinical depression; when it is
switched on, the patient can feel as though a black cloud is leaving them. The individual person is
being given positive feelings. It is essentially acting as an electronic drug. Indeed, as the human
brain operates electrochemically, drugs can potentially take on either form—electrical or chemical.
It is merely a matter of conformity that thus far, almost all drugs are chemically based. In the years
ahead, this could change dramatically. Possibly even headaches will be removed by electronic means
in the future, as this would be more direct with potentially fewer side effects. Conversely, this could
readily be extended for the computer to bring about positive feelings under certain circumstances and
negative feelings in other cases.

Communication is vitally important for humans. Philip Kennedy developed an operable system
which allowed an individual with paralysis to spell words by modulating their brain activity. Kennedy’s
device used two simple electrodes: The first was implanted in an intact motor cortical region and was
used to move a cursor among a group of letters. The second was implanted in a different motor region
and was used to indicate that a selection had been made [4]. As the patient thought about moving their
fingers, these signals were translated into signals to move and stop a computer cursor. The patient
could see where the cursor was on a computer screen. They could choose when to stop thinking about
moving. In this way, words could slowly be spelt out letter by letter or heating and lighting could
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be simply controlled. Although initiated as a therapeutic experiment, the recipient of the implant
exhibited abilities that were beyond the human norm.

Another good example is that of Neil Harbisson, who is otherwise colour blind and has a camera
which is attached to his skull. Different colours cause the frequency of vibrations to his skull to vary.
As a result, he has learned a very high degree of colour discrimination. The technology translates
colour frequencies into sound frequencies [5] which are translated into vibrations via an actuator.
Initially, Harbisson memorised the frequencies related to each colour, but subsequently he decided to
permanently attach the set-up to his head. The project was developed further so that Harbisson was
able to perceive colour saturation as well as colour hues. Software was then developed that enabled
Harbisson to perceive up to 360 different hues through microtones and saturation through different
volume levels. What is particularly interesting about Harbisson’s experience is that his discrimination
between different colours has improved over time as his brain has adjusted to the different vibrations
experienced. Clearly, the extent of brain adaptability is a pointer to what can be expected in general
with regard to either extending the present range of sensory input or rather inputting a complex range
of new sensory input information into the human brain that until now has not been possible. It is
another example of a therapeutic treatment that results in the recipient having abilities beyond the
human norm.

Perhaps the most commonly encountered brain–machine interface is the cochlear implant,
intended to repair an individual’s hearing by connecting electrodes to directly stimulate the auditory
nerve fibres. It is estimated that there are at least 600,000 recipients thus far. At first, the person realises
electronic signals that may have little meaning, but gradually, their brain adapts to the signals input
and learns to recognise them as specific sounds. In some cases, it may be that the individual can
comprehend certain higher frequency sounds for the first time in their life. Ordinarily, the frequency
range input is aimed at mimicking as much as possible the normal human frequency input. However,
there is of course nothing stopping a different frequency range from being input for the brain to learn
and/or for the auditory nerve to be stimulated directly from a network rather than from sound waves.

Arguably the technology which has proven to be of the most practically successful in this area is
the microelectrode array, currently referred to as the BrainGate. The array is made up of 100 silicon
spikes which are 1.5 mm long with a platinum electrode on each tip. The electrodes are linked
with platinum wires, and in this way, the array can be employed to both monitor neural activity
and also apply stimulating currents. Several trials have been carried out using human studies.
In experiments, the array has been fired into either the human brain or nervous system. In the first
set of these experiments to be considered, the array has been employed in a purely recording role for
therapeutic results.

Electrical activity from a few neurons monitored by the array electrodes, positioned in the motor
cortex, has been decoded into a signal that enabled a severely paralysed individual to position a cursor
on a computer screen using neural signals for control in combination with visual feedback. The same
technique was later deployed to allow the individual recipient, who was paralysed, to operate a robot
arm even to the extent of learning to feed themselves in a rudimentary fashion by maintaining sufficient
control over the robot arm [6].

We later consider directly the use of this BrainGate implant in a set of experiments which were set
up specifically to look at enhancement possibilities.

3. Off the Shelf—External Electrodes

In numerous research labs around the world, the concept of a brain–computer interface is actually
realised by an interface between the experimentalist’s scalp and a computer, see, e.g., [7]. In this
method, weak signals from a brain (in terms of scalp-filtered averages from millions of neurons) are
fed into a computer such that after significant AI processing, the individual concerned can learn to
think in specific ways such that (typically) a connected truck will turn right maybe 8 times out of 10
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when they want it to. This is of course purely a one-directional procedure, other than any feedback via
the usual sensory route, e.g., their eyes.

It is not the author’s intention to dwell on this area other than to acknowledge the research that is
going on and to appreciate the possibility of monitoring a brain in this way to further understand what
is happening inside with the hope of detecting neurological problems as encountered in cases such as
epilepsy. Arguably several other scanning techniques provide similar or better such results. However,
the method’s big advantage is of course that external electrodes can be relatively easily attached to the
outside of the scalp, which makes such research much more doable, thereby considerably reducing any
potential problems of infection or rejection. It is interesting to note, however, that in many research
papers on the topic, the same partial conclusion appears, which is [8]: “Instead of placing the electrodes
on the scalp if they are placed in the cortex itself, it would provide a better result”.

Rather, the focus of this article is fundamentally directed towards brain–computer connections
involving an implant (or implants) in the brain or nervous system, thereby achieving a much higher
resolution with the ability to extract signals from a handful of neurons. Importantly, such a technique
is potentially bi-directional, meaning that both (efferent) motor signals can be monitored and (afferent)
sensory signals can be applied.

4. Some Future Possibilities

In this section, we look at two possibilities. The second of these is instantly more practical and is
based on a set of successfully conducted experiments involving the author. The first, whilst also being
based on the scientific experimentation of the author, is perhaps rather more speculative.

It is quite possible to culture networks of dissociated neurons grown in vitro in a chamber.
The neurons are provided with suitable environmental conditions and nutrition. A flat microelectrode
array is embedded in the base of the chamber, thereby providing a bi-directional electrical interface
with the neuronal culture. The neurons in the culture rapidly reconnect, form a multitude of pathways
and communicate with each other by both chemical and electrical means. Although for most research
in the field thus far, the neurons are typically taken from rat embryos, it is quite possible to use human
neurons instead once sufficient connections have been made between the neurons so that, in research,
the cultured brain is given a robot body with the ability to sense the world and move around in it [9].

Humans are essentially our brains [10]. Our bodies keep our brains functioning, transport them,
provide some sensory input and enable each brain to interact with the outside world. However,
through evolution, our brains have largely become dependent on the bodies that carry them around.
But apart from some limited transplants or artificial organs, when some physical feature malfunctions,
then that may well mean the human dies, even though there is essentially nothing wrong with the
brain, i.e., the essential self is well but it dies because a (possibly in the future) trivial physical element
no longer functions appropriately.

Therefore, if we look to the future, theoretically for the moment, it seems sensible to consider directly
keeping the brain alive, somewhat akin to the experimentation described, without its dependence
on its physical body. As an example, if a person has liver cancer and dies from this, even though
their brain was perfectly OK, it is an unnecessary death. Rather than considering further research into
the treatment of such cancers and the like, surely it is better to consider ways to keep the brain alive
outside of its present human body, as we presently do with culture experimentation. There is, though,
the matter of scale—presently, cultures of typically 150 thousand neurons are supported, whereas with
the human brain, we would need to support 100 billion neurons.

In this way, the body could be designed merely to fit around the brain. If something in the body
functions incorrectly or stops working, then it can simply be replaced or upgraded. If a better body
component becomes available, whether biological or technological, then the newer, more powerful
option can be selected. The range of sensory input can be what you want, the abilities of the body
can be designed to suit. Life expectancy would be much more enhanced as all of the body could be
replaced as needed. A lifetime would be totally the brain’s lifetime.
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In a different vein, the author also carried out an experiment in collaboration with surgeons at the
Department of Neurosurgery and Neurosciences at the John Radcliffe Hospital, Oxford [11]. During a
two-hour procedure, a BrainGate array was surgically implanted into the median nerve fibres of the
left arm of the author. The array measured 4 by 4 mm with each of the electrodes being 1.5 mm in
length. With the median nerve fascicle estimated to be 4 mm in diameter; this meant that the electrodes
penetrated well into the fascicle.

The array was pneumatically inserted into the median nerve such that the body of the array sat
adjacent to the nerve fibres, with the electrodes penetrating into the fascicle. The array was positioned
just below the wrist, following a 4 cm long incision. A further incision, 2 cm long, was made 16 cm
proximal to the wrist. The two incisions were connected by a tunnelling procedure such that wires
from the array ran up the inside of the left arm, where they exited and connected onto an electrical
terminal pad which remained external. The arrangements described remained permanently in place
for 96 days. During that time, a series of experiments was conducted.

The terminal pad was directly linked to a computer terminal either by hard wiring or preferably
by means of a wireless connection, which enabled mobility. By this means, a ready connection was
arranged with the internet. The link was bi-directional such that motor signals due to hand movements
could be monitored and decoded whilst, via the same implant, sensory signals from a remote source
could be applied to stimulate the nerve fascicle and thereby be fielded by my brain.

A number of different trials relating to human enhancement were successfully realised. These were:

1. Extrasensory (ultrasonic) input was used to detect the distance to objects:

It took approximately two weeks for us to find a stimulating current that my brain could reliably
recognise. All we had to go on initially was previous testing on chicken sciatic nerves [12]. Although the
waveform was similar, we needed a stronger current at a voltage of 50 v. I wore a blindfold and
heard a click; sometimes a stimulating pulse had been applied to my nervous system, sometimes
not. After 1 week, I correctly detected 70% of pulses (50% would be the same as guessing); however,
after 2 weeks, it was 100%. During that time, for about 2 h every day, we were doing the click testing
in the lab. But then, we linked ultrasonic sensors on a baseball cap to cause the stimulation. The closer
an object was, the more the frequency of pulses increased. My brain made sense of this immediately:
Even with a blindfold on, I knew how far away objects were. So much so that when Iain, one of
the researchers, suddenly moved a board quickly towards me, it was very scary—I could detect
that something was coming towards me very quickly but I did not know what it was. It felt like a
reactive response.

2. A wheelchair was driven solely by motor neural signals:

It was pretty straightforward from the early days of the experiment that we could detect neural
signals by means of the implant. Neural signals are very different to, for example, noise or muscular
signals, so it is not such a difficult signal processing problem. Understanding what those signals actually
mean is a more difficult proposition. However, it did not take a complex algorithm to link neural
signals with hand-opening or hand-closing movements. We were working on the project with two
hospitals and had obtained a wheelchair from the National Spinal Injuries Centre in Stoke Mandeville
Hospital. We then used a simple menu device to link the neural signals with wheelchair operation.
By opening and closing my hand, I could move down the menu to my selection—e.g., forwards,
backwards, slow, fast—and the chair would follow my wishes. The point is that this would operate
exactly the same way, with the same implant, for someone with a spinal injury but with the implant in
their motor cortex. It could of course be a car, or any vehicle, rather than a wheelchair.

3. The behaviour of a group of small robots was altered by motor signals:

We were fortunate to have a lab full of little robots. These could exhibit different “emotional”
behaviours via ultrasonic sensors. Thus, on detecting another robot, they could act as though they were
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scared and try and escape or conversely act aggressively and try and catch the detected robot. This was
simply linked to my neural signals such that when my hand was closed, the robots acted in a friendly
way, whereas when my hand was open, the robots were aggressive. It was a simple experiment and
merely went to show how powerful such an implant can potentially make the recipient.

4. A robot hand was controlled via the internet between Columbia University, USA and Reading
University, England. Feedback from the fingertips was also obtained. I think that this experiment,
more than any other, had a profound effect on me in that I never expected how I would feel at the
time. As scientists, we were just rolling from one experiment to the next without thinking too
much about the consequences. But this one was different. In New York, my nervous system was
linked, online, with the internet. Security was so tight that we did not tell anyone what we were
doing! As I opened and closed my hand in New York, my neural signals also opened and closed
“my” robot hand in England. There was a noticeable fraction of a second delay in the process,
but my brain did not seem to be bothered by it. As the hand gripped an object, signals from
sensors in the fingertips gave me an accurate description of just how much force the hand was
applying. I could see the hand by video link, but if I did not look, I could still hold on to an
object and not apply too much pressure. Essentially, my nervous system was being stimulated by
pulses, the frequency of which depended on how much pressure the robot hand was applying
in England. In this experiment, I was trying to open and close my robot hand in order to get
the pulses to die down to almost zero. This was very successful and made me realise just how
powerful an individual is when their brain/nervous system is extended by a network.

5. A basic form of telegraphic communication was achieved between two human nervous systems.

I have something of a communications background, and for me, this was the icing on the cake.
A volunteer assisted by having microneurography. Essentially, two very thin needles were pushed
into the nervous system in their left arm. With this in place, we set up in the lab with a group of
people around the volunteer and another group around me—we had a variety of different observers
to oversee what we were doing. The volunteer and I were not able to see each other. We set the
experiment up purely based on hand closures. When the volunteer closed their hand, I received a
stimulating pulse on my nervous system, and the same happened vice versa. For me, it meant that
my brain recognised the pulse. I shouted out “Yes” every time I felt a pulse, but only when I felt a
pulse. Only the group around the volunteer could witness when they had closed their hand and when
not. We achieved this with 100% success—the same being true in reverse. What I found exciting was
that as the groups were splitting up, I felt a couple of quick pulses one after the other. Subsequently,
the volunteer confirmed that they had done this. It was a “secret” message between the two of us,
a new means of communication.

In every one of the experiments just described, the raison d’ être could be heralded as being for
therapeutic purposes, e.g., ultrasonic input for a person who is blind. However, in each case, the trial
can rather be regarded as an enhancement beyond the human norm. Clearly, such enhancements throw
up a multitude of intellectual and technological opportunities, but they also realise a range of ethical
considerations. Indeed, there may be persons who do not wish others to exhibit such enhancements,
whereas, on the other hand, individual freedom dictates that an individual can so upgrade themselves
if they want. That said, individual freedom is not an absolute in many societies in the world today,
and in any case, the freedom of one individual must be balanced with the effect of that individual on
the freedom of others.

5. Enhancements

In this paper, we have considered the potential for enhancing humans, thereby creating
superhumans, mainly in terms of upgrading the human brain. Practical examples, described in
the previous section (in terms of implant experiments), have shown that it is possible to directly control,
from brain signals alone, remote technology, with real time feedback also possible. It was also shown

156



Philosophies 2020, 5, 14

how senses could be enhanced. Although ultrasonics was employed in the experiments, a plethora of
signals could be attempted, e.g., infrared, X-ray or ultraviolet. How well the brain can employ such
signals and how much use the signals would be remains to be seen. An old film considered a man
with X-ray eyes [13], whereas we are “looking” here at the possibility of X-rays as an extra sense.

Perhaps the most significant achievement was a new form of telegraphic communication directly
between the nervous systems of two people. When a similar experiment is achieved directly between
two human brains, then this will be a sort of telepathy, a form of thought communication. It then
remains for us to witness just how well this will work. The possibility is real for communication
between humans in terms of feelings, colours, images, emotions, as well as the sort of message
passing we have now. But speed and accuracy could be much improved in this enhanced way,
and potentially, misunderstandings can be much reduced. Many of the problems in our present,
poor form of communication can be overcome.

In our favour is the fact that the human brain is very adaptive and can learn to operate with
extra abilities, even at an older age. It may well need to ground each extra ability in terms of how
it already functions, what it knows, but expand in this way it can. What limits the potential forms
of enhancement in the first instance is our limited understanding not only of how the human brain
functions but also of the world in which we live.

What we are considering here is the creation of superhumans by linking human brains with
computers, potentially artificial intelligence, thereby upgrading the functioning of the individual
human brain whilst, at the same time, linking brains (both human and machine) together in a much
closer way than they have been to this day. This will be brought about in terms of a port (or more
likely a number of ports) into each brain—probably of a similar form to the BrainGate employed in
the experimentation.

With a human brain linked to a computer brain in this way, that individual could have the
ability to (1) use the computer part for rapid maths, (2) call on an internet knowledge base, quickly,
(3) have memories that they have not originally themselves had, as has been investigated [14], (4) sense
the world in a plethora of ways not possible to humans (e.g., ultrasonic, infrared), (5) understand
multidimensionality, as opposed merely to 3D for the human brain alone and (6) communicate in
parallel, by thought signals alone, i.e., brain to brain.

Although this list of enhancements is, to an extent, speculative, it is the sort of list that can be
employed in terms of an hypothesis, the truth of which is to be discovered through experimentation.
Thus, it may turn out that some items on the list do not turn out to be practically useful, whereas other
items may turn out to be mere steps on the way to abilities that are more far-reaching.

Whilst each of the items on the list can be explored in more depth, some of them are more profound
than others. For example, thought communication will no doubt bring about a raft of changes to
our present human consciousness, a big issue here being how superhumans with such an ability will
subsequently regard humans who communicate as at present. This is be looked at further in the
next section.

One of the items with far reaching consequences is number 5. Human brains regard the world
around us in terms of a three-dimensional understanding. Of course the world is not three-dimensional;
that is merely the complexity of model that humans use. Our beliefs around what is possible and
what not are largely based on this limited understanding. Hence, we have major issues with space
travel (we have to this time still only visited the Earth’s moon). Getting to the edge of the solar
system might well take a human many years because of our 3D understanding. Clearly, this is not
particularly practical.

But if our superhuman brains can understand the world around us in terms of hundreds of
dimensions, which our part artificial intelligence brains will be able to cope with, then many things that
are presently difficult or realistically impossible may well become quite possible and even relatively
simple. As superhumans, we may be able to travel through the universe Star Trek style.
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It is worth also dwelling a little on the successful experiment involving the BrainGate implant
in which a robot hand was controlled via the internet including feedback from the hand’s finger tips.
Effectively, the internet was acting as an extension to the human nervous system. In a telephone call,
sound waves are transformed into signals (initially electrical), transmitted over enormous distances
and then reconstituted as sound wave signals. The sound waves themselves have very limited range,
but in this transformation, their range can be much enhanced. The same is exactly true with the human
brain and nervous system. What was actually achieved in the experiment was a monitoring of neural
motor signals, via the implant in the nervous system. These were then transformed into information
on the internet and reconstituted as motor signals in another country to drive a robot hand. The same
procedure was true in the reverse direction for the touch sense.

Clearly, this opens up a wide range of future possibilities for enhanced humans. Whilst the
person’s brain (along with some sort of brain supporting body) is in one place, their new body can be
anywhere the network is operational. A different continent certainly, but it could also be on several
different planets at the same time. Perhaps, in the future, your brain can stay on earth, but your body
will be able to travel to other planets, only to be reconnected on arrival. Importantly, as far as your
brain is concerned, when you are fully connected, it will “feel” like it is your own body, which, for all
intents and purposes, it will be. Although it will also be possible to swap or share body parts with
other people.

I personally found that out with my brain in New York, USA and my robot hand in Reading,
England; my brain had no problem with this even though there was a fractional time delay from the
moment my brain thought about moving to the time the robot hand actually moved. Indeed, our brains
deal with a time delay anyway due to the time it takes a signal from your brain to travel down your
nervous system to move a hand or leg. In the case of the experiment, the time delay was a little longer,
but my brain quickly adjusted to that.

A robot hand was employed in the experiment to show what was possible, but also to show how
the technology could be employed for therapy for an artificial hand or leg in the case of an amputation.
In reality though, in the future, the appended (network-connected) new body parts will not need to be
legs or arms and hands but can be anything at all. Thus, it will be quite possible to have a building
or a vehicle or a financial system as new body parts, directly connected with your brain—as far as
your brain is concerned, it will be your body. How easy it will be for the brain to understand what is
going on remains to be seen. It may take some time for the brain to adjust and fully implement its
new body. But, as in Kafka’s Metamorphosis [15], once your brain has adapted, it will be as though it is
perfectly normal.

6. Discussion

The realisation of superhumans with significant powers over and above those of regular humans
presents enormous questions that affect all aspects of human society and culture. When attempting to
consider the possibilities, a plethora of positives and negatives appear. What is clear, however, is that
standing still is not an option. On the one hand, if humans opted by some global agreement for a
non-superhuman future (if that were possible), could the end result actually be an intelligent machine
superculture as described in [16,17], leading to the handing over of control on earth to intelligent
machines? On the other hand, if humans globally opted for a superhuman future, could society and
culture cope with such a distinct nonlinearity in evolution? Maybe we should not worry about it
anyway, as it would be a superhuman culture that faced the nonlinearity.

It could be felt that humankind is itself at stake [18]. A viewpoint can then be taken that either it
is perfectly acceptable to upgrade humans, turning them into superhumans, with all the enhanced
capabilities that this offers, or it could be considered that humankind is OK as it is and should not be so
tampered with. Realistically though, humans have always gone for progress—indeed, it is part of our
nature, possibly even in our genetic make-up. How would the not-for-progress humans, who want us
all to remain as humans, be able to prevent the progress in any case?
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As we have discussed in this paper, the most important issue is that we are considering a
completely different basis on which the superhuman brain operates—part-human and part-machine.
When the nature of the brain itself is altered, the situation is complex and goes far beyond anything
encountered with mere physical extensions, such as the ability to fly in an airplane. Such a superhuman
would have a different foundation on which any of their thoughts would be conceived in the first place.
From an individualistic viewpoint, therefore, as long as I am myself a superhuman, I am very happy
with the situation. Those who wish to remain ordinary humans, however, may not be so happy.

With a brain which is part-human, part-machine, superhumans would have some links to their
human background, but their view on life, what is possible and what is not, would be very much
different from that of a human. Of course, this would all depend on the newly acquired abilities and
what effects these have on the mixed consciousness. Would all superhumans have similar abilities,
or would it be a case of picking and choosing? Importantly, each individual’s values would relate
to their own life, and ordinary humans may not figure too highly. Different superhumans would
most likely exhibit very different abilities. Some, such as thought communication, would be highly
desirable, whereas others might be OK for some but not for others. Just how these differences pan out
is impossible to say at this stage.

One aspect is that superhumans would have brains, which are not standalone but rather are
connected to each other directly via a network. A question is, therefore: Is it acceptable for humans
to give up their individuality and become mere nodes on an intelligent machine network? Or is
it purely a case of individual freedom, i.e., if an individual wants to so upgrade, then why not?
Would the network become the most important aspect with each node being of little value? It must be
remembered here that we are looking at an intelligent network. Would there, as a result, be some sort
of network consciousness?

Some questions are obvious. Should every human have the right to be upgraded? If an individual
does not want to upgrade, should they be allowed to defer, thereby taking on a role in relation to
superhumans, perhaps something like a chimpanzee’s relationship with a human today? How will the
values of superhumans relate to those of humans? Will humans be of any consequence to superhumans
other than something of an awkward pain to be removed if possible [19]?

It is sensible to be clear that with extra memory, high-powered mathematical capabilities,
including the ability to conceive in many dimensions, the ability to sense the world in different ways,
communication by thought signals alone and having a networked body, superhumans will be far more
powerful, intellectually, than regular humans. It would be difficult to imagine that superhumans would
want to voluntarily give up their powers in order to satisfy the grumbles of mere humans. Indeed,
why would superhumans, who can communicate just by thinking with each other, pay any heed to the
trivial utterances of humans, based on serially modulated sound waves—very slow, very simple and
highly error-prone?

The fundamental philosophy that underpins the concept of the future relationship between
superhumans and humans comes straight from Nietzsche [20]. We need to look no further than
humans’ present-day relationship with other animals. Humans cage them, destroy their habitat and
treat them as captives, slaves or pets. Thus, if we look to the future, the best that a human could hope
for might be that they become the pet of a superhuman.

Funding: The implant studies described were supported in part by Nortel Networks, Maidenhead, England;
Tumbleweed Communications, Twyford, England; Computer Associates, Slough, England and Fujitsu (ICL),
Bracknell, England. The neuron culturing described was supported in full by the Engineering and Physical
Sciences Research Council under grant number EP/D080134/1.

Conflicts of Interest: The author declares no conflict of interest.

159



Philosophies 2020, 5, 14

References

1. Asimov, I. I, Robot; HarperVoyager: New York, NY, USA, 2018.
2. Camara, C.; Isasi, P.; Warwick, K.; Ruiz, V.; Aziz, T.; Stein, J.; Bakstein, E. Resting tremor classification and

detection in Parkinson’s Disease patients. Biomed. Signal Process. Control 2015, 16, 88–97. [CrossRef]
3. Olds, J.; Milner, P. Positive reinforcement produced by electrical stimulation of septal area and other regions

of rat brain. J. Comp. Physiol. Psychol. 1954, 47, 419–427. [CrossRef] [PubMed]
4. Kennedy, P.; Andreasen, D.; Ehirim, P.; King, B.; Kirby, T.; Mao, H.; Moore, M. Using human extra-cortical

local field potentials to control a switch. J. Neural Eng. 2004, 1, 72–77. [CrossRef]
5. Harbisson, N. Painting by ear. In Modern Painters; The International Contemporary Art Magazine;

Louise Blouin Media: New York, NY, USA, 2008; pp. 70–73.
6. Hochberg, L.; Bacher, D.; Jarosiewicz, B.; Masse, N.; Simeral, J.; Haddadin, S.; Liu, J.; Cash, S.; Van der Smagt, P.;

Donoghue, J. Reach and grasp by people with tetraplegia using a neurally controlled robotic arm. Nature
2012, 485, 372–375. [CrossRef]

7. Nicolas-Alonso, L.; Gomez-Gil, J. Brain computer interfaces, a review. Sensors 2012, 12, 1211–1279. [CrossRef]
[PubMed]

8. Babu, G.; Balaji, S.; Adalarasu, K.; Nagasai, V.; Siva, A.; Geetanjali, B. Brain Computer Interface for Vehicle
Navigation. Available online: https://www.biomedres.info/biomedical-research/brain-computer-interface-
for-vehicle-navigation.html (accessed on 14 June 2020).

9. Warwick, K.; Xydas, D.; Nasuto, S.; Becerra, V.; Hammond, M.; Downes, J.; Marshall, S.; Whalley, B.
Controlling a mobile robot with a biological brain. Def. Sci. J. 2010, 60, 5–14. [CrossRef]

10. Churchland, P. Brain-Wise: Studies in Neurophilosophy; MIT Press: Cambridge, MA, USA, 2002.
11. Warwick, K.; Gasson, M.; Hutt, B.; Goodhew, I.; Kyberd, P.; Andrews, B.; Teddy, P.; Shad, A. The application

of implant technology for cybernetic systems. Arch. Neurol. 2003, 60, 1369–1373. [CrossRef] [PubMed]
12. Branner, A.; Stein, R.; Norman, E. Selective stimulation of a cat sciatic nerve using an array of varying length

micro electrodes. J. Neurophysiol. 2001, 54, 1585–1594. [CrossRef] [PubMed]
13. X, the Man with the X-Ray Eyes; Harris, B. (Ed.) K.K. Publications, Inc. (Indicia/Colophon Publisher):

New Delhi, India, 1963.
14. Ramirez, S.; Liu, X.; Lin, P.-A.; Suh, J.; Pignatelli, M.; Redondo, R.L.; Ryan, T.J.; Tonegawa, S. Creating a False

Memory in the Hippocampus. Science 2013, 341, 387–391. [CrossRef] [PubMed]
15. Kafka, F. The Metamorphosis; CreateSpace Independent Publishing Platform: Scotts Valley, CA, USA, 2014.
16. Warwick, K. March of the Machines, 1st ed.; Century: Salt Lake City, UT, USA, 1997.
17. Kurzweil, R. The Singularity is Near; Gerald Duckworth & Co. Ltd.: London, UK, 2006.
18. Cerqui, D. The future of humankind in the era of human and computer hybridisation. In An Anthropological

Analysis, Proceedings of the Conference on Computer Ethics and Philosophical Enquiry, Lancaster, UK,
14–16 December 2001; pp. 39–48.

19. Warwick, K. Homo Technologicus: Threat or Opportunity? Philosophies 2016, 1, 199. [CrossRef]
20. Nietzsche, F. Thus Spoke Zarathustra; Penguin Classics: London, UK, 1974.

© 2020 by the author. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

160



philosophies

Article

Homo Technologicus: Threat or Opportunity?

Kevin Warwick

Office of the Vice-Chancellor, Coventry University, Priory Street, Coventry CV1 5FB, UK;
k.warwick@coventry.ac.uk; Tel.: +44-24-7765-9893

Academic Editor: Jordi Vallverdú
Received: 29 August 2016; Accepted: 19 October 2016; Published: 26 October 2016

Abstract: Homo sapiens is entering a vital era in which the human-technology link is an inexorable
trend. In this paper a look is taken as to how and why this is coming about and what exactly it means
for both the posthuman species Homo technologicus and its originator Homo sapiens. Clearly moral
and ethical issues are at stake. Different practical experimentation results that relate to the theme
are described and the argument is raised as to why and how this can be regarded as a new species.
A picture is taken of the status of cyborgs as it stands today but also how this will change in the near
future, as the effects of increased technological power have a more dramatic influence. An important
ultimate consideration is whether Homo technologicus will act in the best interests of Homo sapiens
or not. This paper concludes that the answer is clear.

Keywords: cyborgs; implants; posthumans; Homo technologicus; Homo sapiens;
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1. Introduction

The subject area of cyborgs and posthumanism has been well developed in the social sciences
and humanities for many years now [1]. This has been influenced strongly by the general trend
of humans to embrace technology in their everyday lives and depend on it for their existence [2,3].
At the center of the discussion is ‘Homo technologicus, a symbiotic creature in which biology and
technology intimately interact’, with the overall effect that the end result is ‘not simply “Homo sapiens
plus technology”, but the original Homo sapiens morphed by the addition of technology into ‘a new
evolutionary unit, undergoing a new kind of evolution in a new environment’ [4,5].

But we must consider what, in practice, we mean by Homo technologicus. The critical element
here is the concept of boundary. As has been pointed out by many researchers, e.g., [6,7], the human
brain is affected by the technology around us. It develops over time to interact more efficiently with
that technology. However it is perhaps somewhat flippant to suggest [7] that we are therefore all
cyborgs, even though there may well be a gradual change in our neural make up over a period as
a result of the environment around us. Some have gone further and suggested that a blind man with
his cane [8] is a cyborg, on the basis that the cane feeds important information to the man about his
local environment. Meanwhile a pair of glasses or a hearing aid for a deaf person could be regarded
in the same way. In recent years many researchers in the field of wearable computers have become
self-professed cyborgs (e.g., [9,10]) whilst, in some instances, having much less interaction with the
object worn than the blind man with his cane.

So we have case 1 in which the human body in its entirety remains intact whilst some form of
technology is positioned close to or attached to the body for some reason as mentioned. Such a situation
includes military examples: infra-red night sight incorporated into weapon sighting systems or voice
controlled firing mechanisms in the helmet of a fighter pilot. This case (case 1) could also include
those who use their cell phone almost constantly or perhaps even those playing games on a Tablet.
It may well be that some researchers wish to define such or all people as cyborgs and it may be that the
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individual brains are gradually modified due to external pressure. However the consideration is that
they remain as Homo sapiens and do not come into the category of Homo technologicus. In saying this
it is recognised that the technology in question may be for therapeutic purposes, for gain or benefit or
it may be simply for pleasure.

On the other hand we have witnessed many intrusions of technology into the human body.
As examples hip replacements and heart pacemakers are now relatively frequently encountered.
They continue a trend in which technology is readily accepted as being a necessary intrusion. Each of
these represent modifications intended to compensate for deficiencies [11]. Even in these instances
however the establishment of conceptual limits and boundaries becomes a complex process.

The situation lands up on more difficult terrain when, rather than repairing the ineffective parts
of a human body, technology is implanted to enhance normal functioning. The situation where
technology is implanted into the body but not into the brain/nervous system, whether it is for therapy
or enhancement, we refer to here as case 2. In “A Manifesto for Cyborgs: Science, Technology and
Social Feminism in the 1980s” [12], Donna Harraway discussed these issues as the disruption of
traditional categories. But why should such entities present an ethical problem?

In each case, although the individual’s physical capabilities take on a different form and their
abilities are possibly enhanced, their inherent mental state, their consciousness, their perception, has
not been altered other than to the extent of itself concluding what the individual might be capable of
accomplishing. Where the ethical dilemma appears is in the case when an individual’s consciousness
is modified by the merging of human and technology. Essentially it is not so much the physical
enhancements or repairs that should be our cause for concern but where the nature of an individual is
changed in certain ways by the linking of human and technology mental functioning. In the case of
a human this means linking technology directly with the human brain or nervous system, rather than
by a connection which is either external to the nervous system but internal to the body (case 2) or even
one which is external to both (case 1).

Even with technology linked directly to the human brain/nervous system this can be merely
for therapeutic purposes as is the situation with deep brain stimulation for Parkinson’s disease [13].
This is referred to here as case 3. As a result, Homo technologicus is considered in this paper to be one
in which the entity is formed by a human-technology brain/nervous system coupling in which the
complete entity goes well beyond the norm in terms of Homo sapiens performance (case 4). Whilst this
does refer to a relatively narrow definition with respect to all human-technology possibilities, the
arguments that follow are dependent on such a definition.

Connections between technology and the human nervous system not only affect the nature of
the individual, raising questions as to the meanings of ‘I’ and ‘self’ but they also directly influence
autonomy. An individual Homo sapiens wearing a pair of glasses, whether they contain a computer or
not, remains an autonomous entity. Meanwhile a human whose nervous system is linked directly with
a computer not only puts forward their individuality for questioning but also, when the computer
is part of a network or at least connected to a network, allows their autonomy to be compromised.
It has to be accepted that when this is merely for therapeutic reasons (case 3) there is not, under normal
circumstances, an issue. However it is when the individual is enhanced by such an arrangement (case
4) that is the principle subject of this paper.

The main question arising from this discourse being: when an individual’s consciousness is
based on a part human part technological nervous system/brain, in particular when they exhibit
enhanced consciousness, will they hold to the values of Homo technologicus? These being potentially
distinctly different to the values of Homo sapiens. Importantly, as a consequence, will such a Homo
technologicus entity regard Homo sapiens in a Nietschian way [14], i.e., how humans presently regard
cows or chimpanzees?

Some may prefer to look through philosophical pink glasses [12] and see posthumans as being
“conducive to the long range survival of humans.” But surely it will be those who are members
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of Homo technologicus and not Homo sapiens who will make the pro-Homo sapiens, anti-Homo
sapiens decisions.

In this article we look briefly at some case 2 and case 3 practical examples as much to be clear as
to which entities are not included in case 4. We then investigate case 4 in detail and consider some
immediate possibilities, given the capabilities of intelligent machines. Finally we consider the future
for both Homo technologicus and Homo sapiens. It is not thought to be worthwhile considering case 1
in any further depth than has been done already as this is merely the case of a human holding a pen,
riding a bicycle or wearing a watch, no matter how some may wish to market their research [9,10].

2. Case 2

In this section we consider different practical instances of implants in the human body, but not in
the brain/nervous system, designed more for enhancement purposes rather than for therapy.

2.1. Identification

My first electronic implant was a simple radio frequency transmitter, termed a Radio Frequency
Identification Device (RFID) which was inserted in my left arm in 1998. As a result the computer in
my building allowed me to open doors and switch on lights simply by walking through particular
doorways [15]. One interesting feature of the experiment was that I rapidly came to regard the implant
as being part of me, something that is a common feature with implantees.

I had the luxury of a doctor to put my implant in place. Many experimenters of today actually
carry out their own implantations, learning as they go about basic medicine and sterilisation. In 1998,
I had the comfort of local anaesthetic, not so many of today’s subjects do, although a friend may well
be on hand in case of fainting.

The RFID is perhaps the most common implant tried, recently in the form of a near field
communication (NFC) version. This is essentially the same technology as is used in contactless
payment cards except that it’s now packaged in a small tube about the size of a grain of rice. In 1998
my RFID was almost an inch (2.54 cm) long. It does require external technology to transmit power to
the implant, which has no battery, and to communicate with it.

In recent years many companies have engaged themselves with the technology, although this
might be more for publicity than anything else. For example, in January 2015 it was widely reported
that several hundred office workers in Sweden had been chipped. With their implants the workers
were able to open doors and switch on the photocopier [16].

2.2. Implant Variety

The range of possible technology that can be implanted is broad and imaginative.
Software developer and biohacker Tim Cannon has experienced a variety of implants. His latest
is called the Northstar which lights up under his skin when a magnet is close by. Then there is Lepht
Anonym who plans to have a small compass chip implanted near her left knee, along with a power
coil that, rather like an RFID, can be charged from an external source.

Meanwhile Moon Ribas has a seismic sensor implanted in her elbow that allows her to feel
earthquakes through vibrations, whilst Neil Harbisson, who is otherwise colour blind, has a camera
which is attached to his skull. Different colours cause the frequency of vibrations to his skull to vary.
As a result he has learned a very high degree of colour discrimination. The technology translates
colour frequencies into sound frequencies [17] which are translated into vibrations via an actuator.
Initially, Harbisson memorised the frequencies related to each colour, but subsequently he decided to
permanently attach the set up to his head.

The project was developed further so that Harbisson was able to perceive colour saturation as well
as colour hues. Software was then developed that enabled Harbisson to perceive up to 360 different
hues through microtones and saturation through different volume levels [12]. What is particularly
interesting about Harbisson’s experience is that his discrimination between different colours has
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improved over time as his brain has adjusted to the different vibrations experienced. Clearly the extent
of brain adaptability is a pointer to what can be expected in general with regard to either extending the
present range of sensory input or rather inputting a complex range of new sensory input information
into the human brain that till now has not been possible.

2.3. Magnet Implants

One other line of research worth mentioning here is the use of permanent magnet implants
for sensory extension. The pads of the middle and ring fingers are the preferred sites for magnet
implantation in the experiments that have been reported [18]. The mechanoreceptors in the fingertips
are most sensitive to frequencies in the 200–300 Hz range. An interface containing a coil mounted
on a wire frame and wrapped around each finger is used to generate magnetic fields to stimulate
magnet movement within the finger. The output from an external sensor is used to control the current
in the coil.

Experiments have been carried out in a number of application areas [18]. Ultrasonic range
information, involves an ultrasonic sensor for navigation assistance. Distance information from the
sensor is encoded as variations in the frequency of pulses. Effectively the closer an external object
is to the sensor so the frequency of the pulses increased. The recipient has an accurate indication of
how far objects are from the sensor. Further tests have used infrared sensors, which give an indication
of the temperature of any objects remotely detected [19]. So the recipient ‘feels’ the temperature of
remote objects.

2.4. Case 2 Conclusions

The implants considered in this section certainly, in each case, allow the recipients abilities that
are not normal for Homo sapiens. On top of that the recipients regard their implant as being part
of their body, which is quite different to something that is merely worn. However, apart from the
usual long term brain modification also apparent due to external conditions, there is no immediate
change to the neural abilities of the individuals. Hence all those involved in this type of implant are
considered to stay within the realms of Homo sapiens with regard to this specific experimentation.
In other words, because their implant does not immediately alter their neural make up, the individuals
are still considered to be a member of species Homo sapiens.

3. Case 3

In this section we look in a little more detail at Case 3 which involves a direct link between
the human brain/nervous system and technology, in particular computers and artificial intelligence.
However the main point of interest is that the connection is for therapeutic purposes. That said, part
of the reason for detailing this section is to see how easy it is for a case 3 example to become case 4
merely by means of software changes.

3.1. Deep Brain Stimulation

Deep Brain Stimulation is a procedure employed for the electronic treatment of Parkinson’s
disease, epilepsy, Tourette’s syndrome and clinical depression. The deep brain electrodes can though
be connected bi-directionally with a computer such that electrical activity in the brain can be monitored.
Ongoing research is developing an ‘intelligent’ stimulator. This uses artificial intelligence to produce
warning signals before Parkinsonian tremors begin [20]. So the stimulator only needs to generate
signals occasionally rather than continuously, thus operating in a similar fashion to a heart pacemaker.

Using AI techniques, by better understanding the nature of the disease it has been found that there
are distinct types of Parkinson’s disease based on the different nature of the electrical activity in the
brain [13]. It is also quite possible for the monitoring computer to be located remotely from the patient.
Hence, signals within the brain can be tracked in real time and fed into a computer. The computer is
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able to analyse these signals and generate alternative signals that are fed directly back into the brain in
order to ensure the person in question continues to function.

Clearly whilst stimulation is provided in a particular part of the brain merely to overcome
a specific problem so we are dealing with a case 3 situation. However if the implant is shown to
be successful in other ways then the situation could change. As an example when the implant is
employed to overcome depression it is an interesting application, giving the individual positive
feelings. This could readily be extended for the computer to bring about positive feelings under certain
circumstances and negative feelings in other cases.

3.2. Overcoming Paralysis

Philip Kennedy developed an operable system which allowed an individual with paralysis to
spell words by modulating their brain activity. Kennedy’s device used two simple electrodes: the first
was implanted in an intact motor cortical region and was used to move a cursor among a group of
letters. The second was implanted in a different motor region and was used to indicate that a selection
had been made [21].

As the patient thought about moving their fingers these signals were translated into signals to
move and stop a computer cursor. The patient could actually see where the cursor was on a large
computer screen. Hence they could decide as to when to stop thinking about moving. In this way
words could be spelt out letter by letter but also heating and lighting could be controlled quite
simply [22].

A different approach was taken by Todd Kuiken whereby nerves normally connected to the
pectoralis muscles were employed in a process termed targeted reinnervation. In this procedure,
nerves originally connected to arm muscles were reconnected to the pectoralis muscles. As the
individual thought about moving their hand and arm so the muscles on the top of their chest flexed
instead. External electrodes monitor these movements and send resultant signals to a prosthetic arm
worn by the patient. Effectively the person’s nervous system is rewired via the pectoralis muscles [23].

The first beneficiary of this technique was Jesse Sullivan, hailed in the media as the world’s first
‘Bionic Man’, who lost both of his arms as a result of an accident he sustained during his work as
a high-power electrical lineman. His arms were replaced with robotic prosthetics that he was able to
control merely by thinking about using his original arms in the normal way.

3.3. BrainGate

The technology which has thus far shown itself to be of the most practical use in this area is
the microelectrode array known as the Utah Array, more popularly (and commercially) referred to
nowadays as the BrainGate.

The array consists of 100 spikes which are 1.5 mm long and taper to a tip diameter of less than
90 microns. The spikes, essentially silicon shafts, are arranged in a 10 by 10 array on a 4 mm × 4 mm
substructure and each has a platinum electrode on its tip. The electrodes are linked to platinum wires
and in this way the array can be employed bi-directionally to both directly monitor neural activity and
also to apply stimulating currents.

A number of trials have been carried out that did not use humans as test subjects, these involving
chickens or rats. However it is human studies only that we are more interested in here and these are
limited to two groups of studies at the moment. In these experiments the array has been fired into
either the human brain or nervous system. In the first set of these experiments to be considered, the
array has been employed in a purely recording role for therapeutic results.

Electrical activity from a few neurons monitored by the array electrodes, positioned in the motor
cortex, has been decoded into a signal that enabled a severely paralysed individual to position a cursor
on a computer screen using neural signals for control in combination with visual feedback. The same
technique was later deployed to allow the individual recipient, who was paralysed, to operate a robot
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arm even to the extent of learning to feed themselves in a rudimentary fashion by maintaining sufficient
control over the robot arm [24,25].

The same implant was employed to enable a paralysed individual to regain some control over his
own arm [26]. In this case signals from the individual’s motor cortex were employed to bring about
stimulation of hand/wrist muscles via a cuff worn around the person’s arm. The effect of this was
a sort of bi-pass of the non-functioning nervous system. As a result the individual recipient could
make isolated finger movements and perform six different wrist and hand motions.

Initially fMRI scans were taken of the recipient’s brain while he tried to copy videos of hand
movements. This identified an exact area of the motor cortex dealing with the movements exhibited.
Surgery was then performed to implant the array to detect the pattern of electrical activity arising
when the recipient thought about moving his hand. These patterns were then sent to a computer which
translated the signals into electrical messages, which were in turn transmitted to a flexible sleeve that
wrapped around the forearm and stimulated the muscles.

3.4. Case 3 Conclusions

We have seen in this section how brain/nervous system to technology connections can be
employed to overcome problems such as depression or paralysis. However they have been included
here as much to show just how the functioning of the human brain can be altered by the employment
of electronic signals. OK here we have considered injection of those signals into specific regions for
therapeutic purposes, but obviously other regions and other purposes could be chosen.

4. Case 4

In the previous section the BrainGate implant was described and its use was explained in terms
of therapeutic procedures. However the same implant has also been employed in experiments aimed
at investigating human enhancement beyond the human norm.

4.1. BrainGate for Enhancement

In 2002 the BrainGate multi-electrode array was implanted into the median nerve fibers of this
paper’s author, a healthy human individual, in the course of two hours of neurosurgery to test
bidirectional functionality. Stimulation current was applied directly via the implant into the nervous
system to allow information to be sent to the recipient, while control signals were decoded from motor
neural activity in the region of the electrodes [27].

Overall a number of trials were undertaken successfully using this set up [28].

1 Telegraphic communication directly, electronically between the nervous systems of two humans
(the author’s wife + the author) was performed.

2 Extended control of a robotic hand across the internet was achieved, with feedback from the
robotic fingertips being sent back as neural stimulation for a sense of force by the fingers applied
to an object (achieved between the USA and the UK).

3 Extra-sensory (ultrasonic) input was successfully implemented.
4 A wheelchair was successfully driven around by means of neural signals alone. Feedback was in

this case purely visual.
5 The color of jewelry was changed as a result of neural signals.

4.2. Human Enhancement

In all these cases, the trial could also be described as useful for purely therapeutic reasons, e.g.,
the ultrasonic sensory input might be of use to an individual who is blind to give them an alternative
(bat-like) interaction with the outside world, while telegraphic communication might be beneficial to
people with certain forms of motor neuron disease. Each trial can, however, be seen as a potential form
of enhancement beyond the human norm for an individual. There was no need to have the implant for
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medical reasons in order to overcome a problem; the experimentation was carried out for the purposes
of scientific exploration.

Human enhancement with the aid of brain-computer interfaces introduces all sorts of new
technological and intellectual opportunities, but it also throws up different ethical concerns [29,30].
While the vast majority of present day humans are perfectly happy for interfaces, such as the BrainGate,
to be used in therapy, the picture is not so clear when it comes to enhancement.

From the trials, it is apparent that extra sensory input is one practical possibility that has been
successfully trialed along with extending the human nervous system over the internet. However,
improving memory and communication by thought are other distinct potential, yet realistic, benefits
with the latter of these also having been investigated to an extent. To be clear these things appear to be
possible (from a technical viewpoint at least) for humans in general.

4.3. Intelligent Machines

We now have computer technology that, many consider exhibits its own intelligence. As pointed
out by Alan Turing [31], this can be considered as being distinct from human intelligence and exhibits
a number of different characteristics when compared to human intelligence. Turing said I “May not
machines carry out something which ought to be described as thinking but which is very different
from what a man does?” In particular a number of positive features associated with the performance
of machine intelligence can be picked out and for this section the important thing is to see how the
human brain could be dramatically improved in its functioning by a direct link with technology.

As a start “on any issue of computing power, if computers do not have the advantage over human
brains already, then they will certainly have it before too long” [32]. This applies to both the speed
and accuracy of dealing with data. The biggest advantage of all for machine intelligence however
is communication. The present way that humans communicate is extremely poor when compared
with that of technology. In speech for example humans convert highly complex electro-chemical
signals concerned with emotions, feelings, colours etc. into trivial coded mechanical pressure waves.
The possibility of our thoughts remaining in electronic form, as is most likely the case with a machine,
would be an enormous step forward for Homo sapiens.

With a human brain linked to a computer brain, that individual could have the ability to [33]:

− use the computer part for rapid maths
− call on an internet knowledge base, quickly
− have memories that they have not originally themselves had
− sense the world in a plethora of ways not possible to Homo sapiens (e.g., ultrasonic, infra-red)
− understand multi dimensionality, as opposed to 3D for the human brain alone
− communicate in parallel, by thought signals alone, i.e., brain to brain

Each one of these examples appears to provide a valid reason as to why for an individual Homo
sapiens would wish to upgrade to join the ranks of Homo technologicus.

As for the possibility for machines to have emotions and consciousness then, by following Turing’s
lead, this is not really an issue. However such characteristics will be very different to those of a human.
The big question for research though is to look into the possibilities of integrating human and machine
forms of consciousness such that the consciousness of Homo technologicus will be an amalgam of the
two. Importantly this form of consciousness, with all its inherent abilities, will almost surely not be
comprehensible to Homo sapiens.

4.4. Case 4 Conclusions

Case 4 describes the situation when an individual’s brain/nervous system is linked directly with
a computer for the purposes of enhancement beyond the norm for Homo sapiens. The reason for
including this section is to demonstrate that this is a realistic possibility and to assess the sort of
enhancements that might well be possible and what this might mean in practice.
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5. Discussion

What is the cost for a member of Homo sapiens to become Homo technologicus in the way
described and what might the consequences be? Clearly the realisation of such entities presents
enormous questions that affect all aspects of human society and culture. In attempting to answer such
questions a string of positives and negatives appear. Standing still is not an option. In the extremes,
if humans opted by some global agreement for a non-Homo technologicus future (if that were possible),
could the end result actually be an intelligent machine superculture as described in [34], leading to the
singularity and loss of control on earth to machines. Conversely, if humans globally opted for a Homo
technologicus future, could society and culture cope with such a distinct non linearity in evolution?

Some argue that any view of the appearance of superhuman cyborgs can be seen as being
unwarranted ‘metaphysical’ speculation [35]. On the other hand it could be felt that humankind is
itself at stake in any case [36]. A viewpoint can then be taken that either it is perfectly acceptable
to upgrade humans, turning them into Homo technologicus, with all the enhanced capabilities that
this offers, or on the other hand it can be felt that humankind is just fine as it is and should not be so
tampered with [36].

The most important issue here is that we are considering a completely different basis on which
the Homo technologicus brain operates—part human and part machine in its nature. When the nature
of the brain itself is altered the situation is complex and goes far beyond anything encountered
with the mere physical extensions of case 1. Such a Homo technologicus entity would have
a different foundation on which any of their thoughts would be conceived in the first place.
From an individualistic viewpoint therefore, as long as I am myself a Homo technologicus I am
happy with the situation. Those who wish to remain Homo sapiens however may not be so happy.

With a brain which is part human, part machine, Homo technologicus would have some links to
their human background but their view on life, what is possible and what is not, would be very much
different from that of a human. Their values would relate to their own life and Homo sapiens may not
figure too highly in such a scenario.

One aspect is that Homo technologicus would have brains, which are not stand alone, but rather,
are connected to each other directly via a network. A question is therefore is it acceptable for Homo
sapiens to give up their individuality and become mere nodes on an intelligent machine network?
Or is it purely a case of individual freedom, if an individual wants to so upgrade then why not?

Some questions are obvious. Should every human have the right to be upgraded? If an individual
does not want to should they be allowed to defer, thereby taking on a role in relation to Homo
technologicus rather like a chimpanzee’s relationship with a human today? How will the values of
Homo technologicus relate to those of Homo sapiens? Will Homo sapiens be of any consequence to
Homo technologicus other than something of an awkward pain to be removed if possible?

However to conclude, we must be clear that with extra memory, high powered mathematical
capabilities, including the ability to conceive in many dimensions, the ability to sense the world in
many different ways and, perhaps most importantly of all, communication by thought signals alone,
Homo technologicus will be far more powerful, intellectually, than Homo sapiens. It would be difficult
imagining that Homo technologicus would want to voluntarily give up their powers or would pay
any heed to the trivial utterances of Homo sapiens.

Just as now if a cow enters a room full of humans and proceeds to make cow noises (moo or boo!),
it would be extremely unlikely for the humans in the room to say collectively what a wonderful idea
the cow has, yes we will all do what the cow wants immediately. No the cow’s noises would be simply
ignored and she would be removed from the room and shortly killed. So in the future when a Homo
sapiens enter a room full of Homo technologicus members and says something like “I don’t like what
you’re doing”. It would be extremely unlikely for the Homo technologicus members in the room to say
collectively, what a wonderful idea the human has, we will all do what the human wants immediately.
No, the human’s noises would be simply ignored and they would be removed from the room and
shortly killed.
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Abstract: The phenomenon and ethics of “voting” will be explored in the context of human enhance-
ments. “Voting” will be examined for enhanced humans with moderate and extreme enhancements.
Existing patterns of discrimination in voting around the globe could continue substantially “as is” for
those with moderate enhancements. For extreme enhancements, voting rights could be challenged
if the very humanity of the enhanced was in doubt. Humans who were not enhanced could also
be disenfranchised if certain enhancements become prevalent. Voting will be examined using a
theory of engagement articulated by Professor Sophie Loidolt that emphasizes the importance of
legitimization and justification by “facing the appeal of the other” to determine what is “right” from
a phenomenological first-person perspective. Seeking inspiration from the Universal Declaration
of Human Rights (UDHR) of 1948, voting rights and responsibilities will be re-framed from a foun-
dational working hypothesis that all enhanced and non-enhanced humans should have a right to
vote directly. Representative voting will be considered as an admittedly imperfect alternative or
additional option. The framework in which voting occurs, as well as the processes, temporal cadence,
and role of voting, requires the participation from as diverse a group of humans as possible. Voting
rights delivered by fiat to enhanced or non-enhanced humans who were excluded from participation
in the design and ratification of the governance structure is not legitimate. Applying and extending
Loidolt’s framework, we must recognize the urgency that demands the impossible, with openness to
that universality in progress (or universality to come) that keeps being constituted from the outside.

Keywords: human enhancements; voting; human rights; ethics; discrimination; racism; speciesism; ableism

1. Introduction

The phenomenon and ethics of “voting” will be explored in the context of “human
enhancements”, which, for purposes of this analysis, are broadly defined as intentional
modifications of a person who is accepted prior to the enhancement as genetically human,
of any possible type of modification or combination of types.1 Enhancements may be made
with or without the consent of the enhanced human. For example, an enhancement could
be made prior to birth (or prior to the age at which consent is recognized as valid) or could
be forced on the human. Or an enhancement could be made with consent by, or at the
request of, the enhanced human. In most cases, the enhancement is perceived as a way to
“improve” the human, such as by improving their physical, mental or emotional abilities,
but the analysis herein does not require that the enhancement actually be an improvement
under any ranking theory or particular perspective. Enhancements can also be permanent
or temporary.

In Section 2, “voting” will be examined for enhanced humans who fall into two broad
categories—those with moderate enhancements, where the “humanity” of the enhanced

1 For purposes of this analysis, a descendant of a “human” (Homo sapiens) who was genetically or otherwise altered to such an extreme that they
would no longer commonly be perceived to be “human” (or who no longer even had an organic embodiment) is still defined as an “enhanced
human”. However, in Section 3, we will propose to eliminate the requirement of “humanity” in voting rather than using such a “Grandfather
Clause” approach and instead broadly extend voting rights to all living beings and all conscious beings.
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person is not seriously in question, and those with extreme enhancements, where humans
who lacked similar enhancements would likely question the “humanity” of the enhanced
human. The question of who has the right to vote and how they can vote will be explored
primarily in the context of voting in the United States at the federal level. Existing patterns
of discrimination around the globe would likely continue substantially “as is” for humans
with physical and mental enhancements who are viewed as “still human.” For the “beyond
human” category of enhancements, the established rules and practice of voting are likely
to be directly challenged. For both moderate and extreme enhancements, humans who
are not enhanced (or are less enhanced) may be disenfranchised if certain enhancements
become prevalent among the voting population.

In Section 3, voting by enhanced and non-enhanced humans will be examined using
an extension of a theory of engagement articulated by Professor Sophie Loidolt that em-
phasizes the importance of legitimization and justification and “facing the appeal of the
other” to determine what is “right” “from a phenomenological first-person perspective [1].
Seeking inspiration from the Universal Declaration of Human Rights (UDHR) of 1948 [2],
voting rights and responsibilities will be re-framed from a foundational working hypoth-
esis that all conscious and all living “beings” (including enhanced and non-enhanced
humans) should have a right to vote directly. Representative voting should be considered
as an admittedly imperfect alternative where direct voting is not possible, such as due
to communication limitations, or as an additional option to direct voting, in the case of a
group that suffers from historic systematic discrimination. Finally, the framework in which
voting occurs, as well as the processes, temporal cadence of voting, and role of voting in the
overall architecture and functioning of government, should be seen as provisional pending
a “to be determined” approach (or approaches) designed, modified, refined, abolished and
rebuilt from scratch as needed, with the participation from as diverse a group of beings
as possible. Voting in a particular structure of governance has not been legitimized if it is
delivered by fiat “as is” to those beings who were excluded from participation in the design
and ratification of such structure—whether because they were enhanced to an extreme level
or because they were not enhanced/less enhanced. Applying an extension of Loidolt’s
framework, we must recognize the urgency that demands the impossible with openness to
that universality in progress (or universality to come) that keeps being constituted from
the outside.

2. Discussion—Human Enhancements and Voting—Moderate and Extreme

Common assumptions about who has the right to vote and what “voting” involves
warrant careful examination to see what they reveal, what they hide, and what they can tell
us about biases that might exist against enhanced humans (or non-enhanced humans) who
are perceived as “other” or “lesser” than those who hold political power. For purposes of
this analysis, the meaning of “enhanced” shall be any intentional modification of a human
being, whether done prior to birth (e.g., through genetic engineering of human embryos),
or after birth, such as through implants, chemical enhancements, or other modifications.
While such enhancements are often intended to be efforts to “improve” the human being
who is enhanced, either with or without the consent of the enhanced person, for purposes
of this analysis there will be no effort to assess whether such enhancements are actually
an “improvement” or “benefit” to the enhanced human, to their family, to any broader
group, or to society generally. One person might view an increase of intelligence as an
“improvement” while another might view it as a negative change if the enhancement
was only to computational abilities or analytical intelligence without any corresponding
increase in capacity for empathy, compassion or “emotional intelligence.” Similarly, a
person who was born as a female biologically and then underwent surgery to become male
might view it as an improvement for themselves as they felt their body reflected their true
identity more accurately, but another person might view the loss of child-bearing capacity
as a negative. As a final example, someone who values an idealized “normative” “able”
human body might view an enhancement to a human body that brings that body closer
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to their ideal norm as an enhancement, while a person who embraces diverse forms of
embodiment and living might consider such a modification as a negative.2

The present analysis of voting and human enhancements is agnostic as to the benefits
of enhancements. We assume that enhancements (for better or for worse) are already
occurring and are likely to occur in the future, potentially with greater variations, increasing
numbers and extremity, and may be permanent, semi-permanent or reversible at will. In
this context, we explore the effects of biases in the history of voting in the United States,
using the examples of ancestry and gender, and consider how they might continue for both
moderate and extreme human enhancements.

Restrictions on voting in the United States have been used to systematically discrimi-
nate against humans viewed as “other” or “lesser”, in large part to preserve the established
distribution of wealth and power. Similar patterns of discrimination can be seen in many
other countries—currently and historically, including, just as a few examples, system-
atic and intentional disenfranchisement of indigenous peoples in Australia, Canada and
Japan [7–9]. There is a risk that such discrimination would continue substantially “as is”
for humans with physical and mental enhancements who are viewed as “still human.” In
addition, humans who are not enhanced or who are less-enhanced may be disenfranchised
if certain enhancements become so prevalent that they are the “new normal.”

For “beyond human” or “no longer human” types of enhancements, the established
phenomenon of voting is likely to be directly challenged by extreme physical and/or mental
enhancements, including hybrid organic/inorganic humans and mental enhancements
such as a “networked consciousness” or an “extended mind.” For example, it has been
hypothesized that “consciousness does not originate from a single brain section” and
instead “originates globally” [10]. If so, it is possible that there could be an enhanced
human in the future whose “consciousness” arose from a network of organic and inorganic
elements that were distributed (physically) in various locations, potentially even among
different human embodiments. Such enhancements would put serious pressure on the
United States model that being human is a necessary condition for voting,3 both for elected
human representatives as well as on votes for particular laws or amendments. Finally, in
the case that either moderate or extreme enhancements, such as those contemplated in the
DARPA (United States Defense Advanced Research Agency) program, became common
among the voting population, non-enhanced or less-enhanced humans may be viewed as
disabled or less-abled humans, and they may (legally and in practice) be denied the right
to vote [12,13].

For purposes of this discussion, human enhancements may include any intentional
physical and/or mental modifications of a human being, made either before birth, such
as through gene editing or embryo selection, or after birth, whether by the human being
or by another person, with or without the consent of the enhanced human. The term
“cyborg” will also, at times, be used to refer to an enhanced human who has a physical
or mental enhancement that includes an inorganic component, such as a prosthetic or

2 See [3] (quoting dancer, artist and poet Neil Marcus “Disability is not a ‘brave struggle’ or ‘courage in the face of adversity’, disability is an art. It’s
an ingenious way to live.”). Consider also the esteemed composer Molly Joyce, who has to compose without using her left hand, and “has carved a
unique sound as a composer by treating disability differently: not as an impediment but as a wellspring of creative potential [4].” An additional
example of an “ideal” body relates to skin color. In many countries, due to a legacy of racism, a lighter skin color is viewed as an “improvement”
and may objectively benefit the person having such skin color, including in employment opportunities and advancement. Consider the practice of
skin bleaching in Jamaica. In his analysis of the practice, Professor Christopher Charles concluded that “self-hate” was not the primary driver for
skin lightening in Jamaica and noted that reasons for skin lightening were more nuanced: “Some Black Jamaicans recognize the color and racial
distinctions in society. This should not be viewed as self-contempt. It is borne out by their experience that the Blacker one is, the less status and
privilege one has in the society. They recognize the reality of contemporary Jamaica. They do not necessarily accept it [5].” In the United States,
caste-based discrimination allegedly is occurring in the technology industry [6] (“The lawsuit notes that the employee is Dalit Indian and that he has
a darker complexion than non-Dalit Indians.”).

3 Non-human corporations and other legal entities that are “persons” under the law can still have influence one election results even though they
cannot vote. See the United States Supreme Court decision in the Citizens United case against the Federal Election Commission [11], in which the
Court held that limitations on spending for political campaigns by groups, including corporations and labor unions, violate the Constitutional First
Amendment right to free speech.
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wearable enhancement or a neural implant. We will consider moderate enhancements first,
then turn to extreme enhancements.

2.1. Moderate Human Enhancements—“Still Human”

In this section, we will consider voting by people who have been physically or mentally
enhanced through moderate enhancements and are still recognized as “human”. Such
enhanced humans could have a wide variety of physical and/or mental enhancements, or
combinations thereof, which could also in theory be malleable throughout their lifetime. For
example, physical enhancements could result in an enhanced human being, or appearing
to be, of a different ethnicity or ancestry, gender (or genders) or age. Enhancements could
also lead to heightened or modified sensory perceptions, such as being able to touch, taste,
smell, see, or hear in a different manner than a non-enhanced human. Enhancements could
also allow the human to communicate via wifi and or access the Internet directly, such as
via neural implants.

In all such cases, in this category of moderate enhancements, the enhancements cannot
be so extreme that the person with the enhancements is perceived in their society as being
no longer human or inhuman. What would “voting” mean for such enhanced humans?
The answer is not clear, and could depend on whether the enhancements were made prior
to birth or after birth and whether they were such that the person was characterized as
“lesser” or “other” than those humans who were entitled to vote—or who were more able
to vote due to enhancements.

The right to representation in government (and the lack of such representation in the
English Parliament) was one of the core reasons the American colonists revolted against
England. Taxation without representation was viewed as tyranny.4 Based solely on this
aspect of United States history, it would be easy to conclude that any person who was
required to pay taxes to the United States federal government, enhanced or not, would be
entitled to vote in United States elections. This simple rule could mean that a human who
was physically enhanced and “still human” would have the right to vote if they paid taxes
in the United States, regardless of whether they were citizens of the United States or even
physically located in the United States.

However, the historical and current phenomenon of voting in the United States greatly
deviates from such a simplistic model. Instead, it reflects systematic efforts over hundreds
of years—and continuing to the present—to deny the right to vote to those viewed as
“other” or “lesser” than the group(s) controlling the wealth and power of the United
States—initially wealthy white men from England and later wealthy white women as
well5 [15].

2.1.1. Physical Enhancements—“Ancestry”

“A free negro of the African race, whose ancestors were brought to this country and sold as
slaves, is not a “citizen” within the meaning of the Constitution of the United States” [16]

Based on the legacy of the denial of the right to vote to people of different ancestries
or ethnicities in the United States, both as a matter of law and a matter of practice, it seems
likely that if a physical enhancement changed a human to actually be (or appear to be)
of an ancestry that was not legally entitled to vote (for example, not legally entitled to
citizenship under then-current United States laws),6 then such a person might not be, in
practice, fully enfranchised, particularly if the change was made genetically such that the

4 “Taxation without representation is tyranny” is commonly attributed to attorney James Otis, who was one of the representatives from Massachusetts
in the Stamp Act Congress (approx. 1761).

5 In 2018, the richest member of Congress had a Net Worth estimated at $500,000,000, and the median net worth of all members of Congress was
approximately $500,000 [14].

6 Former Professor Rachel Dolezal, who pretended to be Black for decades and was president of the Spokane, Washington chapter of the National
Association for the Advancement of Colored People, is just one example of people who have attempted to “pass” as having a different ancestry or
ethnicity (although at a time in U.S. history when Blacks were enfranchised, so she did not give up her right to vote in doing so) [17].
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birth ancestry was modified under the then-applicable laws. Similarly, one might expect
that some parents might want to change their child’s ancestry to be (or appear to be) that of
a more privileged group. In such cases, a human who might otherwise not have the right
to vote could, in theory, then have the right to vote, particularly if the change was made
prior to birth. All of this analysis of course must be caveated by skepticism toward any
scientific definition of “ancestry” and instead relies on the meaning of “ancestry” in the
context of citizenship, including for immigrants who seek entry into the United States or
naturalization after entry7 [18].

American colonists felt they had the rights of English citizens to vote for represen-
tatives in Parliament in England. They viewed themselves as retaining their citizenship
rights as emigrates and descendants of emigrates from England. However, the right to
vote was (and still is) only available for “citizens of the United States.” This means that
only “native born” United States citizens (but for many years not indigenous peoples) or
“naturalized” citizens have the right to vote.

Until the 14th Amendment was ratified in 1868 after the American Civil War, the
Supreme Court decision in Scott v. Sanford, 60 U.S. 393 (1857) (the “Dred Scott decision”) was
the law of the land. Under the Dred Scott decision, even freed slaves who were born in the
United States could not become United States citizens (and therefore have a constitutional
right to vote) because they were descendants of non-citizens (Africans) [16]. Section 1 of
the Fourteenth Amendment granted citizenship to “All persons born or naturalized in the
United States.” In the infamous decision, the Supreme Court explained that freed slaves
"are not [“people of the United States”], and that they are not included, and were not
intended to be included, under the word ’citizens’ in the Constitution, and can, therefore,
claim none of the rights and privileges which that instrument provides for and secures
to citizens of the United States. On the contrary, they were at that time considered as a
subordinate and inferior class of beings, who had been subjugated by the dominant race,
and whether emancipated or not, yet remained subject to their authority, and had no rights
or privileges but such as those who held the power and the government might choose to
grant them.” [16]

Shortly after the ratification of the Fourteenth Amendment, the Fifteenth Amendment
was enacted and specified that voting rights could not be “denied or abridged by the United
States or by any state on account of race, color, or previous condition of servitude.” Having
this in the Constitution was of course an important step forward, but as a matter of law
and practice systemic racism and white supremacy continued through a process of legal
“informal disenfranchisement”, in which “a group that has been formally bestowed with a
right is stripped of that very right by techniques that the [United States Supreme] Court
has held to be consistent with the Constitution.” [19]. As Professor Khiara Bridges explains,
“While the Fifteenth Amendment formally enfranchised black men, white supremacists
in the South employed methods—poll taxes, literacy tests, residency requirements, and
white primaries—that made it nearly impossible for black men (and after the passage of
the Nineteenth Amendment, black women) to actually vote in the South for a century after
their formal enfranchisement. Moreover, the Court held that these techniques of racial
exclusion from the polls were constitutional.”8 The equivalent of a “poll tax” as a means to
prevent poor people from immigrating to the United States, continues through the fees for
applications for naturalization. In a lawsuit, Project Citizenship alleged that an increase in
the filing fee for N-400 naturalization applications from the US$640 to $1170 and a new rule
that would allegedly disqualify 97.2% of green card holders from receiving fee waivers,
“constitutes a wealth test for citizenship” [20,21].

7 Ref. [18] (“for most of its history U.S. law treated newcomers differently according to race. Between 1790 and 1952, legislators restricted
naturalization—the process by which immigrants become citizens—to particular racial and ethnic groups, with a consistent preference for
whites from northwestern Europe. Laws restricted black immigration beginning in 1803, and a series of subsequent measures banned most Asians
and limited access by immigrants from southern and eastern Europe.”).

8 Ref. [19] at 48–49.
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The Fourteenth and Fifteenth Amendments did not give the right to vote to Native
peoples. Indeed, many Native people were legally wards of the government with no
political voice [22]. This treatment of indigenous peoples as “non-citizens” even in the
land in which they were born echoes the Nuremberg laws of Nazi Germany, which legally
classified people defined as “racially” Jewish by law as “subjects” of the state versus people
of “German or kindred blood” who could be citizens [23]. The Nuremberg laws later were
expanded to cover Black people and the Roma, who were also targets of the Nazi genocide.

Similarly, in the United States, “ancestry” has been used as a proxy for the social
construct of “race” or “ethnicity” [24,25]. We can see similar voter suppression measures in
the United States that appear to be based on discrimination due to “ancestry.”9 For example,
United States citizens “by birth” are not required to pass any test to demonstrate they
understand the significance of voting. However, people born outside the United States who
want become citizens are required to pass the “civics” portion of the Naturalization Test.
There are questions on the test that a relatively small percentage of Americans could answer
correctly, such as, for example, “How many amendments does the Constitution have?10”

These types of restrictions were intentionally designed and enforced to disenfranchise
those deemed “lesser” or “other” and privilege those who were already “grandfathered”
in as voters. The “phrase ‘grandfather clause’ originally referred to provisions adopted
by some states after the Civil War in an effort to disenfranchise African-American voters
by requiring voters to pass literacy tests or meet other significant qualifications, while
exempting from such requirements those who were descendants of men who were eligible
to vote prior to 1867” [30]. “Providing such protection commonly is known—in the case
law and otherwise—as ‘grandfathering.’ We decline to use that term, however, because we
acknowledge that it has racist origins.” [30]

The Voting Rights Act of 1965 (VRA) prohibited making the right to vote being
dependent on whether a citizen was able to read or write, attained a particular level of
education, or passed an interpretation “test.” However, the VRA does not prohibit such
tests in the immigration or naturalization process toward citizenship. Just like a “whites-
only” primary could legally be used to prevent Blacks from participating in voting, if a
person cannot even become a citizen (and therefore have a right to vote) without passing
a wealth test or literacy test, then the voter suppression has effectively been shifted to an
earlier point in time.

What can we learn from this history when we consider human enhancements? First,
we should expect discriminatory treatment, and efforts (legal and otherwise) to deny
the right to vote or discourage voting, for anyone who has a physical enhancement of
a type that makes them seem “other” or “lesser” than those in power. For example, if
a person were to enhance their skin color to make it darker, or to modify their physical
appearance to look like they were of a different ancestry, they could be subject to targeted
discrimination and denial of the right to vote under then-current laws. Second, as will
be explored further in Section 3, if “ancestry” (however the term is defined, whether
based on physical appearance, some type of genetic marker(s), or place of birth of the
enhanced human or of people to whom they are biologically, socially, culturally, or legally
related) can be changed via human enhancement technology, then “ancestry” may be an
artificial distinction that should no longer be the basis for denial of enfranchisement. Such
modifications to “ancestry” might, perhaps, be made either before birth through genetic

9 For example, in U.S. elections in 2012 and 2014, Rosa Maria Ortega, an Hispanic immigrant who was a permanent resident of the United States and
was brought to the country from Mexico as an infant, apparently voted without knowing it was illegal and was sentenced to eight years in prison.
She then faced deportation [26]. Mexican lawful immigrants are among those least likely to become U.S. citizens [27]. (“desire is high, but about half
cite language, cost barriers”).

10 U.S. Citizenship and Immigration Service, “Civics (History and Government) Questions for the Naturalization Test,” (rev. 01/19) [28] (Q7: “How
many amendments does the Constitution have? twenty-seven (27)”) (Q48: “There are four amendments to the Constitution about who can vote.
Describe one of them. Citizens eighteen (18) and older (can vote). You don’t have to pay (a poll tax) to vote. Any citizen can vote. (Women and men
can vote.) A male citizen of any race (can vote).”). For an example of a post-Civil War literacy test that was designed to be impossible to pass, see the
Louisiana Literacy Test. “The literacy test – supposedly applicable to both white and black prospective voters who couldn’t prove a certain level of
education but in actuality disproportionately administered to black voters – was a classic example of one of these barriers [to enfranchisement].” [29]
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or biological modifications or during a human lifetime, potentially including ongoing
modifications and reversions to the original default ancestry without any enhancements.
In such cases, “ancestry” would seem very artifactual. However, “ancestry” might still
be relevant to self-determination for particular groups that have a shared group identity
in addition to the identity of their individual members, such as an indigenous tribe or a
disadvantaged caste, as will be discussed in Section 3 below. We may come to a similar
conclusion regarding gender-related human enhancements as an additional example of
“moderate” enhancements.

2.1.2. Physical Enhancements—“Gender”

For purposes of the discussion of voting in the United States, we will start with a
binary definition of “gender” as male/female or woman/man to trace the historical lines
drawn regarding voting rights, recognizing that such a narrow definition is not only overly
simplistic it is harmful. As Professor Judith Lorber explains: “Today’s gender paradox is a
rhetoric of gender multiplicity made meaningless by a continuing system of bigendered
social structures that support continued gender inequality.” [31]11.

Professor Peter Singer offered this initial possible response to Thomas Taylor’s satire
of Mary Wollstonecraft’s “Vindication of the Rights of Women” in 1972—“A Vindication of
the Rights of Brutes”:

“Women have the right to vote, for instance, because they are just as capable of making
rational decisions as men are; dogs, on the other hand, are incapable of understanding the
significance of voting, so they cannot have the right to vote.”12

For much of the history of the United States, there was no shared agreement that
women were just as capable of making rational decisions as men. The right to vote in the
United States, even prior to its formal construction through the United States Constitution,
was a right for (white) male citizens only. According to the Preamble of the Declaration of
Independence of 1776:

We hold these truths to be self-evident, that all men are created equal, that they are
endowed by their Creator with certain unalienable rights, that among these are life,
liberty and the pursuit of happiness. That to secure these rights, governments are
instituted among men, deriving their just powers from the consent of the governed. [34]

The express reference to “men” was intentional, and the fact that it was not necessary
to state “white” was because of the predominant view that people of color—whether
indigenous, immigrant, slaves or “free Blacks” were not created “equal” to white men. “The
founding generation’s republican vision—that is, the vision of the propertied white males
who monopolized political power and promulgated the Constitution—can be reduced
without too much distortion to a handful of fundamental ideas. Moreover, the preservation
of liberty in a confederated republic depended on limiting full political participation and
legal personhood to propertied white men. The majority of the population—women, black
Americans, the indigenous nations, the poor—would take positions decisively subordinate
to that of propertied white men in the new constitutional structure [15].”

Denial of the right to vote based on gender was still allowed under the United States
Constitution for another three decades after the right was given to Black males. In 1920,
the Nineteenth Amendment to the Constitution was ratified. The Nineteenth Amendment
specifies that: “The right of citizens of the United States to vote shall not be denied or
abridged by the United States or by any State on account of sex.” (emphasis added). Yet

11 This harm extends across species. See also the work of pattrice jones exploring the intersection of “speciesism and sexism at the heart of not only
domestic violence and other forms of husbandry but also landlordism, racism, and ‘ecophobia’” [32] (citations omitted).

12 Ref. [33] at 148–162. To be more accurate, this statement could be re-worded as “women are just as capable of making rational and irrational decisions
as men are.” In addition, we should not accept without challenge the assumption that “rationality” has a well-defined neutral meaning, nor that it is
the sine qua non of voting. As will be suggested in Section 3, sympathy, empathy and emotional intelligence may all be equally valuable qualities,
particularly for voters who have responsibilities toward non-voters who may be impacted by their vote.
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similar “informal disenfranchisement” occurred for women of color as for Black men, even
after the passage of the Nineteenth Amendment. It was particularly easy to make such
disenfranchisement legal because the wording of the Nineteenth Amendment did not
affirmatively give women the right to vote. Instead, it was phrased to prohibit denial of the
right to vote solely on the basis of gender. States continued to use poll taxes and other voter
suppression tactics to keep women of color from voting. Asian American women who
lacked citizenship as of 1920 were still not entitled to vote, nor were indigenous women.
Even worse, the enfranchisement of white women at the expense of other women was
intentional, not accidental.

What are the potential implications for moderate human enhancement and voting?
In the near term, we can see that voter ID laws could easily be used to disenfranchise
humans who changed their genders from male to female, or who were enhanced such
that they appeared to be of a different gender than listed in their identification documents.
For example, states that require government photo IDs, such as Georgia, can be daunting
for transgender voters in the United States.13 Similarly, if gender modifications could be
made at will, it could be even more challenging to meet legal voting requirements that
incorporated some element of gender for identification.

In the longer term, if a person’s gender could be changed prior to birth, and if a
certain gender was more favored than another gender, we might see a voting population
skew, over time, as more parents made the choice to only have children of the favored
gender. This type of gender imbalance has already happened in certain countries. For
example, as of 2018, men outnumbered women by 70 million in China and India (as a
combined total). “A combination of cultural preferences, government decree and modern
medical technology in the world’s two largest countries has created a gender imbalance
on a continental scale [37].” What would that mean for voting? Would all votes really
be equal in the case of marked gender imbalance among the voters?14 What would the
composition of Congress be if voting men outnumbered women substantially in the United
States, due to human enhancements, or vice versa [39]? The votes (and concerns) of the
gender minority could be of less interest to the candidates for election, and to the elected
representatives — or of more interest if they were tiebreakers in close races, as happened
with newly-enfranchised members of certain tribes in Canada during the 1800s [8]. As
will be suggested in Section 3, in such a situation, it would be particularly important to
consider and be responsible for the humans in the minority. Before addressing that area,
however, we will push the boundaries of “human” by considering voting implications of
extreme human enhancements.

2.2. Extreme Human Enhancements and Voting

Under our rough categorization, humans with extreme enhancements would typically
be socially perceived as “inhuman” or “non-human” by humans who did not have similar
enhancements. In such a scenario, it is not clear that the concept of “humanity” would still
be meaningful as a method of drawing boundaries between conscious beings who have a
right to vote—or to be entitled to representation if unable to vote directly.

Humans on a wider scale might elect to have extreme enhancements if they were
safe, available, and particularly if they were reversible. Consider “Muffe” on a Danish
children’s show, who had horns implanted under the skin of his bald head [40]. Or Dennis
Avner (also known as “Stalking Cat”) who held a world record for the most permanent
transformations to look like an animal [41]. These may be outlier examples now but the
popularity of the “animal” filters on social media networks suggests that humans do enjoy

13 “The strictest voter ID laws require voters to present government-issued photo ID at the polls, and provide no alternative for voters who do not
have one [35].” In addition, “each state handles gender and name changes differently. In Georgia, a judge has to approve a name change. To change
a gender marker on your driver’s license, you need a doctor’s letter saying you’ve had gender reassignment surgery. The problem is that there are
different kinds of transgender surgeries, and some trans people don’t get any surgery at all [36].”

14 In the United States, for example, the 116th Congress from the 2018 Midterms had more women than ever. And yet women still were only 25% of
the Senate and 23% of the House, when they represented approximately 51% of the United States population as a whole [38].
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pretending to be animals if they can still retain some element of humanity. In other words,
one key part of such filters is that the person still be recognizable as the “cute” animal. If
similar physical enhancements were reasonably reversible, they might be adopted more
widely and they might be more extreme, such that the enhanced human was seen as more
animal than human. In that case, unless the laws were changed, it is reasonably likely
that they would be denied the right to vote in the United States since animals do not have
the right to vote. A similar result would likely arise if an enhanced human had so many
inorganic enhancements that they appeared to be a robot versus a human being.

Another example of an extreme enhancement might be a “cultured brain,” such as
that discussed by Professor Kevin Warwick:

“It is quite possible to culture networks of dissociated neurons grown in vitro in a
chamber. The neurons are provided with suitable environmental conditions and nutrition.
A flat microelectrode array is embedded in the base of the chamber, thereby providing a
bi-directional electrical interface with the neuronal culture. The neurons in the culture
rapidly reconnect, form a multitude of pathways and communicate with each other by
both chemical and electrical means. Although for most research in the field thus far, the
neurons are typically taken from rat embryos, it is quite possible to use human neurons
instead once sufficient connections have been made between the neurons so that, in
research, the cultured brain is given a robot body with the ability to sense the world and
move around in it” [42]

Should a “cultured brain” grown from human neurons be treated as a person having
a right to vote if it was implanted in a human body versus a robot body? Should it even
matter which body a brain is in? If a human being, say, for example, Dr. Stephen Hawking,
was only able to communicate via neural implants (versus only via a single cheek muscle
as was the case toward the end of his lifetime), would he be stripped of his right to vote
because he no longer had a body that functioned? Alternatively, a sentient and sapient non-
human consciousness (“Artificial Intelligence Plus” or “AI+”) could reside (permanently
or even temporarily) in a human body, such as via neural implants that connected the
body to the AI+, which could also extend globally via Internet connections and a public or
private cloud-based network. Such AI+ might not need to be physically constrained to a
particular body—and could move between host human bodies at will or occupy more than
one human body at a time, in constant communication.15 Another extreme enhancement
example could be humans linked to form an extended consciousness, such as via Brain-to-
Brain Interface (BBI) technology,16 or even a “hivemind” of multiple enhanced humans
(with both organic and inorganic based consciousness)17 who shared an interconnected
consciousness, which might be given no vote, one vote, or the number of votes of the
humans who were linked together.

Would such enhanced humans be entitled to vote? If so, why, where (in which country
or countries), and how many votes would they have? Such extreme enhancement scenarios
put pressure on the relevance of the human body to “voting”. As Dr. Chia Wei Fahn has
articulated for disabled bodies as interrogating existing normative standards of humanity,
“technological growth and innovative design are now seen as having a unique influence
regarding disability and posthumanism; disabled bodies are a ‘dynamic hybrid’ that is
focused ‘not on borders but on conduits and pathways, not on containment but on leakages,
not on stasis but on movements of bodies, information and particles’ that transcend corpo-
real boundaries and join the biological to the technological in posthuman embodiment.”18

15 Such a scenario is described very powerfully in Ann Leckie’s Imperial Radch science fiction trilogy, starting with Ancillary Justice [43].
16 One specific form of BCI development, Brain-to-Brain Interface (BBI), may lead to particularly novel social and ethical concerns. BBI technology

combines BCI with Computer-to-Brain Interfaces (CBI) and, in newer work, multi-brain-to-brain interfaces— . . . in which”real-time transfer of
information between two subjects to each other has been demonstrated [44].”

17 Consider Professor Minoru Asada’s hypothesis that a nervous system for pain sensation is necessary to shape the conscious minds of artificial
(inorganic) systems [45].

18 Ref. [46] (citing Nayar, P.K. Posthumanism; Polity: Oxford, UK, 2014).
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For extreme enhancements, it is not clear whether “human DNA” should be required at
all for voting rights, and if it is, in what percentage. Similarly, it is questionable whether
the platform for the minds of such enhanced humans, whether neurons in the case of
biological minds or silicon in the case of digital/software minds should be relevant to their
voting rights.

Based on the history of discrimination in voting against those viewed as “other” as
described above, a human who was enhanced to such an extreme level that they no longer
appeared to be human at all—such as a full or hybrid inorganic or animal body, with
varying transient embodiments, or with no embodiment whatsoever—would likely be
denied the right to vote. It took Native Americans until 1924 to get the right to vote under
federal law (and even until 1957 some states barred Native Americans from voting) [22].
Given this history, it seems unlikely that a cyborg with a human brain in a robot body
(regardless of the source of the brain, birth brain versus cultured brain) or a “Frankenstein”
with one person’s brain implanted in another person’s body would easily be given the
legal right to vote, particularly if they were in the minority of the overall population and
viewed as “freaks” or “less than human.”19 For example, in what might have been the first
attack by non-enhanced humans on a human cyborg, Professor Steve Mann was wearing a
system he called “EyeTap” physically connected to his skull. When he visited a restaurant
in Paris, two employees allegedly tried to remove it from his head by force [47]. Given
the prevalence of violent attacks (both in person and online) on those viewed as “other”,
such as transgender or gender-nonconforming individuals, as well as people who are
physically or mentally disabled, it is likely that there would be efforts to prevent humans
with extreme enhancements from voting, particularly if they were in the minority of the
human population [48–50].

But what if certain enhancements, whether moderate or extreme, became the norm for
the general population? In such a case, the non-enhanced might be (legally or practically)
left behind when it came to voting.

2.3. Disenfranchisement of the Non-Enhanced or Less-Enhanced

In the case of either moderate or extreme enhancements, there is a risk that if such
enhancements become prevalent among the existing population of voter, non-enhanced
or less-enhanced humans could be legally and effectively denied the right to vote. For
example, if moderate or extreme enhancements that allowed for a particularly convenient
method of voting became ubiquitous for other reasons, then there could be effective
denial of the right to vote for those who lacked the wealth or resources to have such
physical enhancements.

2.3.1. Accessibility Challenges

What we can see from consideration of the physical methods of voting in the United
States is that those who lack certain physical abilities that are considered “normal” (such
as the ability to see or walk), or who lack access to certain technology or even the resources
to physically get to a polling location, can be effectively denied the right to vote. We can
expect the same result if human enhancements lead to a shift that allows votes to be cast by
neural implants, or if other enhancements that facilitate voting become prevalent. Then the
non-enhanced (or less-enhanced) humans may be perceived as disabled or less-abled and
legally or practically denied the right to vote.

The United States Federal Americans with Disabilities Act of 1990 “provides protec-
tions to people with disabilities to ensure that they are treated equally in all aspects of life.
Title II of the ADA requires state and local governments (“public entities”) to ensure that
people with disabilities have a full and equal opportunity to vote. The ADA’s provisions
apply to all aspects of voting, including polling places (or vote centers)” [51]. Similarly,
under the Voting Rights Act of 1965 (VRA) election officials are required to allow a voter

19 This is a subjective judgment of course. Humans from several hundred years ago might think enhanced humans of today are “beyond humanity”.
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who is blind or has another disability to receive assistance from a person of the voter’s
choice (other than the voter’s employer or its agent or an officer or agent of the voter’s
union). But the reality is that despite these laws, such persons are less able to vote than
the general population.20 In an audit conducted in 2020, more than 40 states were found
to have “absentee ballot applications that were not fully accessible to millions of visually
impaired voters and those with other disabilities [53].”

As Dr. Fahn has explained in a similar context of prosthetics and other technologies:
“At present, biotechnological marvels remain a form of class consumption. Advanced
technology is only open to those who can afford the purchase, causing people in one
country to experience the same impairment differently, based on their socioeconomic status.
The “have nots” and the “haves” will lead directly to an “ability divide” that is not only
reflected by individuals, but sets a division on a global scale [46].”

Consider enhancements that allow humans to “vote” by using a neural implant and
a secure wireless internet connection with their unique digital and biological signature
(for authenticity). This is not so far-fetched as Prof. Warwick, one of the world’s first
cyborgs, described in his experiment involving a “basic form of telegraphic communication”
between two human nervous systems. As Prof. Warwick explained:

“A volunteer assisted by having microneurography. Essentially, two very thin needles
were pushed into the nervous system in their left arm. With this in place, we set up in the
lab with a group of people around the volunteer and another group around me—we had a
variety of different observers to oversee what we were doing. The volunteer and I were
not able to see each other. We set the experiment up purely based on hand closures. When
the volunteer closed their hand, I received a stimulating pulse on my nervous system,
and the same happened vice versa. For me, it meant that my brain recognised the pulse. I
shouted out “Yes” every time I felt a pulse, but only when I felt a pulse. Only the group
around the volunteer could witness when they had closed their hand and when not. We
achieved this with 100% success—the same being true in reverse. What I found exciting
was that as the groups were splitting up, I felt a couple of quick pulses one after the other.
Subsequently, the volunteer confirmed that they had done this. It was a ‘secret’ message
between the two of us, a new means of communication”. [42]

Similarly, entrepreneur Elon Musk has long been a proponent of neural implants, such
as those pioneered by Jan Scheuermann as part of the DARPA initiatives [54]. In 2020, Elon
Musk’s company Neuralink showed a demonstration involving a pig who had a brain–
computer interface implanted that allowed a display of her real-time brain activity [55].
While the initial stated goal was to assist humans with paralysis or a serious illness, the
“augmentation” of people who are healthy and without disabilities “is an obvious result,”
according to the Director of Implant Systems at Neuralink [56]. “It’s being able to enhance
our ability to interact with the world.” [56] Similarly, an extended mind, as discussed in the
work of Professors Dunagan, Grove and Halbert in “The Neuropolitics of Brain Science and its
Implications for Human Enhancement and Intellectual Property Law”, could also be considered
an enhancement that could become the norm.21

20 “According to a 2017 report by the U.S. Government Accountability, “Voters with Disabilities: Observations on Polling Place Accessibility and
Related Federal Guidance,” roughly two-thirds of the examined polling places had at least one potential barrier such as lack of accessible parking,
poor paths to the building, steep ramps, or lack of a clear path to the voting area. Although most polling places had at least one accessible voting
system, roughly one-third had a voting station that did not afford an opportunity for a private and independent vote. The report also noted
that Department of Justice guidance does not clearly state the extent to which federal accessibility requirements apply to early in-person voting.
People with disabilities also continue to report barriers including a lack of accessible election and registration materials prior to elections, lack of
transportation to polling places, and problems securing specific forms of identification required by some states [52].”

21 Ref. [57] Perhaps this “extended mind” is already becoming the norm in practice, even if not technically a “human enhancement” for purposes of
this Special Issue, when one considers the expanded computational power and informational access available at any time 24/7 to any human with a
smartphone with internet access. Consider also Professor Fiorella Battaglia’s proposal that an “extended mind” offers the potential of a new way to
view the “mind-body” problem as an opportunity rather than a problem, emphasizing the epistemic difference between being a mind and being an
extended mind in her forthcoming article in this Special Issue—“Agency, Responsibility, Selves, and the Mechanical Mind” [58].
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Such enhancements could become common because they offer more convenient
lifestyle activities in addition to voting, such as electronic funds transfers, secure communi-
cations and hands-free use of all the apps and programs currently available on desktops,
laptops, tablets and smartphones. If such enhancements became common for everyone
who had the resources to purchase them, then access to voting could favor those who had
such implants. In that case, unenhanced or less-enhanced humans could be effectively
disenfranchised. We can see this happening already in the United States with respect to
voting access. Traditionally, voting in the United States was conducted in person, at desig-
nated polling locations, for registered voters only. This has shifted to a greater percentage
of mail-in ballots, and that shift was already occurring even prior to the pandemic of 2020.
Voting patterns in the United States reveal that wealthy voters are taking greater advantage
of the ability to cast votes by mail22 [53]. It seems reasonable to anticipate that there will
be a shift to computer voting in the future, and in that case voters who are poor and lack
computer and internet access could be less able to vote. Voters with few resources may not
have reliable addresses in order to be able to vote in person or by mail—or may not have
access to printers or scanners to submit applications to vote by mail. Voters who are in
poverty and/or have caregiver responsibility for friends or relatives may not be able to
wait in long lines or to drive long distances to be able to cast ballots in person.

In addition to accessibility challenges, enhanced or non-enhanced/less-enhanced
humans may also be effectively disenfranchised due to language barriers.

2.3.2. Language and Communication Barriers

With the click of a button, anyone with access to the Internet can easily translate a
meaningful amount of the content into another language, even if the translation is imperfect.
It is not a stretch to imagine that an enhanced human, such as via a neural implant or a
genetic enhancement for linguistic ability, could readily speak and read a large number
of languages, particularly those for which online translations are accurate. However,
such rapid translations are not available for the vast majority of languages spoken in
the world currently.23 The importance of using a language that voters can understand,
and the impacts of the failure to do so, cannot be underestimated.24 Moreover, humans
with extreme enhancements could “speak” new languages or even communicate in new
ways that would not be intelligible to humans without similar enhancements. If such new
languages became the “official” languages for voting, it could effectively disenfranchise
the humans without such enhancements.

The choice to recognize a language as an “official language” is itself a decision that
makes meaningful participation in government and voting more difficult for those who
do not speak and read the official language (or languages) fluently. In many countries
in Africa, the official languages may be French or English even though those are not the
languages most widely spoken by the residents of such countries. In the European Union,
for example, English, French and German are given preferential treatment as “procedural”
languages although there are twenty-four official languages. Irish was only given the
status of an official language in 2007 and was temporarily derogated through 31 December
2021 [62]. The fact that we face this challenge currently is an indicator that it should not be
ignored in considering new languages that could be introduced via human enhancements.

22 “Among the obstacles for poor Philadelphians: Lack of stable housing makes it difficult to depend on the mail and know which address to provide
when applying for a ballot to be mailed weeks or months later. Those with limited English proficiency have difficulty navigating the vote-by-mail
process, and governmental voter outreach can miss them. Lack of internet service or home computers can complicate requesting ballots or finding
key information about them [59].” In addition, a “2020 report by Native American Rights Fund determined that some members of the Navajo Nation
must travel 140 miles roundtrip for postal services. Many do not have access to personal vehicles or public transportation to get them there [60].”

23 Google Translate purports to support over 100 languages, out of approximately 7000 languages spoken globally. “Odia, the official language of the
Odisha state in India, with 38 million speakers, . . . has no presence in Google Translate [61].”

24 An example from the Canadian period of enfranchisement and disenfranchisement illustrates that the challenges of different languages is not
unique to any particular country or region. In the 1800s, one chief grew so frustrated by the use of English at a particular Council of tribes that he
“led a break away council with other northern bands” and was “only lured back with the promise of an interpreter [8].”
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In enacting requirements to provide certain materials in additional languages as part
of 1975 amendments to the Voting Rights Act, the United States Congress recognized that
“Through the use of various practices and procedures, citizens of language minorities have
been effectively excluded from participation in the electoral process. Among other factors,
the denial of the right to vote of such minority group citizens is ordinarily directly related
to the unequal educational opportunities afforded them resulting in high illiteracy and
low voting participation. The Congress declares that, in order to enforce the guarantees of
the fourteenth and fifteenth amendments to the United States Constitution, it is necessary
to eliminate such discrimination by prohibiting these practices, and by prescribing other
remedial devices.”25 Applying this goal to enhanced and non-enhanced/less-enhanced
humans, if certain current or new languages became dominant, a meaningful right to
vote would require, at a minimum, that translations be made easily available for the less
dominant languages.

A similar additional potential cause of disenfranchisement might be if enhanced
humans had such dramatically increased cognitive ability levels that it became practically
impossible for the non-enhanced, or less-enhanced to “read” and comprehend the ballots
even if they were reasonably fluent in the language itself.

2.3.3. Cognitive Ability Requirements

Cognitive enhancements, such as genetic cognitive enhancements via genetic engineer-
ing or embryo selection, pharmacological substances, Transcranial Magnetic Stimulations
or Transcranial Direct Current Stimulation, or other techniques developed in the future,26

could become a common method to increase the intelligence of humans before birth or
other modifications could be made after birth to the same purpose. In such a situation, it
might become normal to include extremely lengthy and complex voting information on the
ballot,27 or even ballot questions themselves (at least in states where ballot questions were
permitted). Non-enhanced (or less-enhanced) humans could be unable to even decipher
such questions at the polls. If they were not sufficiently enhanced due to lack of financial
resources, then it would also be unlikely they would have access and time to peruse such
ballot questions in advance.28 Ballot questions can be challenging currently even for highly
educated and intelligent non-enhanced voters. If the “normal” enhanced human had the
ability to visually access extensive background on a ballot proposition by visually looking
at the equivalent of a “QR code” or through the internet via neural implant, then the ballots
might not include the written summary at all, for example to save printing costs and for
efficiency. Anyone who lacked the necessary enhancement(s) might not have the ability to
obtain such details easily. In an extreme case, they might not even know what they were
voting about at all.

Parents in poverty might, at least hypothetically, be more willing than wealthy parents
to undertake intelligence or other enhancements for their unborn children even when they
were risky. For example, as discussed by Professor Marcelo de Araujo, in initial research by
the SIENNA Project, it appeared that “Scientifically and technologically developed coun-
tries are not especially supportive of research on human enhancement technologies. . . .

25 For a determination of which minority languages would be covered – see the Federal Register [63]. One goal of the amendments was to clarify
coverage of certain racial and ethnic minorities, including members of the “Hispanic” or “Latino” population “who had suffered discrimination in
the political process, but whose group status under the law remained uncertain” and “by self-designation or by ascription, often eluded clear racial
categorization and transcended strict racial labels such as ‘black’ and ‘white [64].’”

26 Ref. [65] The work of Professor Nicole A. Vincent and others on neurointerventions and the law is also very relevant to any consideration of
cognitive enhancements [66].

27 For example, ranked-choice voting has been challenging for many voters to understand. “Although no federal constitutional arguments have
prevailed in Maine or in any of the other litigation around the country, opponents have argued primarily that it violates equal protection (one
person, one vote) and due process (too confusing). Opponents generally attack [ranked-choice voting] on the grounds that it is too confusing and too
costly. It requires voters to understand how the votes will be cast and counted, and then to vote accordingly [67].” Future possible voting methods,
particularly those developed with the input of a diverse group of enhanced and non-enhanced humans as outlined in Section 3, could, at least in
theory, be more complicated by one or more orders of magnitude.

28 An extremely lengthy and complex detailed “summary” of Ballot Question #1 was offered for voters in Massachusetts in 2018 [68].
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Brazil, South Africa, and Poland were most supportive, while the Netherlands, Germany,
and France were least supportive of cognitive enhancement technologies [65].” While
no definitive conclusion can be reached without a deeper analysis, this disparity at least
suggests that it is possible that wealth disparities (either individually or at a country-level)
might potentially correlate with the level of support for cognitive enhancement technolo-
gies. As one possible example, a positive view of cognitive enhancement technologies,
such as by genetic engineering or embryo selection, may, at least in part, be influenced by
the desperation of poverty.

What this situation tells us about voting is that if, in the future, the “norm” for the
general population becomes humans with physical and/or mental enhancements that
make it easier for them to vote through certain processes, then people who lack such
enhancements may be effectively deprived of the right to vote unless accommodations
are made.

With these examples in mind, it is important to consider a possible ethical theory that
could be used as a framework to protect both enhanced and non-enhanced humans from
being disenfranchised, to the extent possible.

3. Discussion—Human Enhancements and Voting—Responding to the Appeal of
the Other

“The will of all beings, and responsibility toward all beings (whether voting or non-
voting), shall be the basis of the authority of government; this will, and responsibility,
shall be expressed through universal and equal suffrage (directly and/or through repre-
sentatives) or through such other process and method as may be developed and ratified
with the universal and equitable participation of such beings.”

—Draft, proposed Declaration of Rights and Responsibilities of Beings

In Section 2, we considered the phenomenon of voting and particularly how past
experience might be relevant for enhanced and non-enhanced humans in a world where
human enhancements, whether moderate (“still human”) or extreme (“beyond human”
or “non-human”) were more common. It seemed likely that, based on the history of dis-
crimination in voting rights and disenfranchisement of those deemed “other” or “lesser”,
long-established patterns of discrimination could impact both enhanced humans and,
if those with enhancements became dominant, those without similar enhancements. In
addition, distinctions based on ancestry, gender, and even embodiment itself would likely
become meaningless artifacts, if they ever had meaning at all, particularly if such character-
istics could be changed prior to birth and/or at will—either permanently or temporarily—at
any time during the (potentially greatly extended) lifetime of an enhanced human.

In this Section 3, we will explore one possible philosophical framework for voting—
an ethics of human rights as outlined by Loidolt that is extended to cover humans with
extreme enhancements who may no longer be viewed as “human” by those without
such enhancements—as well as to cover humans who may be viewed as so primitive
and irrational that they are considered to be “less than” human by the future enhanced
humans.29 Such an extension would admittedly broaden Loidolt’s already inclusive
framework. However, the goal would be to preserve the core elements of the framework,
including retaining the recognition of the impossibility of truly understanding and speaking
for the “other.” In Citizen Cyborg, Professor James Hughes predicted that “the emerging
‘biopolitical’ polarization between bioLuddites and transhumanists will define twenty-first
century politics” [70]. For purposes of this analysis, it is not necessary to predict when, or
if, such polarization will in fact occur, but it is important to recognize the possibility of
different levels of power, and perspectives, between the enhanced and the less enhanced
or non-enhanced.

After a brief introduction to Loidolt’s theory of engagement, we will consider how
it could translate to universal suffrage for all humans—enhanced and non-enhanced—

29 Much as humans of the 21st century questioned whether Neanderthals were a separate species despite interbreeding with Homo sapiens [69].
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regardless of whether they are even still viewed as being human at all. Such an extension
could include, for example, all “living” beings and all “conscious” beings as having rights
and responsibilities to other beings. In attempting to provide support for this possible
extension, we will consider specific criteria that may no longer be appropriate as voting
requirements, including “reason”/“rationality” (which potentially impacts restrictions
based on gender and age, for example), and physical geographic location within certain
political boundaries. We will also consider scenarios where certain groups have an indirect
voice through representative voting, in lieu of—or in addition to—direct voting. Finally,
applying this extended version of the engagement-based ethical model, we will propose
that the entire framework and legal and social structure of what “voting” means should
be itself designed with the broadest possible participation, rather than dictated “from the
top down.” In other words, the humans who have the power at a particular period in
time, whether locally, nationally, regionally or globally, cannot legitimately dictate what
is best for future enhanced or non-enhanced humans or even for humans who otherwise
are disenfranchised or were excluded from participation in the design of the architecture
of governance. Such “others” (current or future) should have a voice in the design of
the governance structure, and whether and what voting should mean, in order for such
structure to have legitimacy. If they were not able to do so originally, there should be
periodic opportunities for re-design and re-ratification.

3.1. A Brief Introduction to an Extended Theory of Engagement

One potential theory of engagement that can be applied to a world of enhanced and
non-enhanced humans is offered by Loidolt30 [1]. By shifting the focus from a set of
indispensable needs to the core responsibility of meeting such needs through an analysis of
the structure of subjectivity, Loidolt outlined two themes that could serve as guidelines
for an ethics of human rights in a theory of engagement, which we can extend to voting
and human enhancements. The first theme emphasizes the transcendental importance of
legitimization and justification in a meaningful world. The second theme seeks to “face the
appeal of the other” and determine what is “right” “from a phenomenological first-person
perspective instead of the classical ‘objective’ third-person perspective of reciprocity”31.
Loidolt contends that the process of constituting the world is a priori occurring in a
context of legitimizing intentionality. Specifically, “the meaning that something is ‘right’ or
has ‘a right’, is not something that is perceived, but something that is achieved through
passing a judgement: By judging something, by the means of implementing a norm or
any measure, the meaning of ‘right’ or ‘a right’ originates as the formal expression of
an ‘accordingness.’”32

30 Other possible ethical frameworks would be interesting to explore and likely would be fruitful for the analysis of voting rights and human
enhancements, such as Professor Christine Korsgaard’s Kantian ethical analysis of duties of humans to animals [71,72]. The work of Professor
Simone Goyard-Fabre in combining an approach from Husserl’s phenomenology with a Kantian analysis would also be relevant due to the deeply
“legal” nature of the analysis of voting rights. Professor Maria Golebiewska provides a thought-provoking analysis in this area [73]. Another
interesting framework to consider for voting rights could be Ernst Knapp’s philosophy of technology, as proposed by Battaglia as a possible way to
look at the “mind-body problem” in the context of a human-machine hybrid “extended mind” by using the “mechanical mind” as an explanatory
device [58].

31 Ref. [1] at 3.
32 Ref. [1] at 7.
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This theory of engagement is a much stronger version of the suggestion made by
Professor Chris Hables Gray in Cyborg Citizen: “Along with the realization that no totalizing
theory explains everything is the corollary that a number of different perspectives together
are capable of creating a better model of reality than any one point of view” [74]. Under
Loidolt’s framework, there is no utilitarian analysis of what is “better” (and no objective
third-person “reality” to be modeled). Instead, the participation of others and consideration
of their views is itself necessary for legitimization and justification in a meaningful world,
even if the end result might later be deemed “worse” under a particular utilitarian ranking
model than the result that would have been reached without their participation (assuming,
hypothetically, that an accurate empirical evaluation was possible).

Under such a theory of engagement, there is an “intersubjective community of com-
munication” and “being receptive as such” makes humans, as conscious beings, “answer
[the appeal of the “other”] in a category of legitimization.” Extending this theory to the
right to vote and human enhancements, we will ask how, in a world of enhanced and
non-enhanced humans, an ethical enhanced or non-enhanced human should answer the
appeal of the “other” in the context of the right to vote. In doing so, we will follow Loidolt’s
guidance and treat “consciousness” not as a “secluded sovereign entity” but instead as
“openness as such.”33

3.2. Universal and Equal Suffrage for Enhanced and Non-Enhanced Humans

As we look toward the future, we can draw inspiration from the response to the
horrors of World War II, in which approximately 6 million Jews34 [75] were systematically
murdered by the Nazis. Victims included approximately one million children and teenagers.
“Thousands of Roma children, disabled children, and Polish Catholic children were also
among the victims. Like their parents, they were singled out not for anything they had
done, but simply because the Nazis considered them inferior” and sub-human [76]. After
World War II, the Universal Declaration of Human Rights (“UDHR” or “UN Declaration”)
was adopted. The UDHR was a collective shout of optimism that, by coming together,
there would never be a repeat of such atrocities. The dream was that humans could live
together in peace and harmony. While recognizing that such goals were not achieved,

35

we can nevertheless seek inspiration from that work in the context of voting rights and
enhanced humans and hope for further progress, even if it is incremental and imperfect.

For the current analysis, we will focus on Article 21(3) of the UDHR [2], which states:

(3) The will of the people shall be the basis of the authority of government; this will shall
be expressed in periodic and genuine elections which shall be by universal and equal
suffrage and shall be held by secret vote or by equivalent free voting procedures.

In extending the right to vote in a world of enhanced and non-enhanced humans,
we will modify Article 21(3) to remove the term “people” and replace it with the more
inclusive term “beings”. Thus, for purposes of discussion of voting rights in such a context,
one possible way to re-frame Article 21 is as follows:

“The will of all beings shall be the basis of the authority of government; this will shall be
expressed through universal and equal suffrage.”

With the reference to “people” changed to “beings,” this framework could be used for
extreme human enhancements, where the enhanced human may no longer be recognized
by non-enhanced humans as “human” at all, as well as for more moderate enhancements,
where the broader community may be oblivious to important differences because they are
not readily perceptible or detectable absent invasive testing. Similarly, it would apply to
non-enhanced or less-enhanced humans who might be viewed by future enhanced humans

33 [1] at 8–9.
34 According to the testimony of Dr. Wilhelm Hoettl in the Nuremberg Trials in 1945 regarding a statement made to him by Adolf Eichmann, Chief of

the Jewish Section of the Gestapo: "Approximately 4 million Jews had been killed in the various concentration camps, while an additional 2 million
met death in other ways, the major part of which were shot by operational squads of the Security Police during the campaign against Russia" [75].
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with extreme enhancements as “sub-human” or otherwise “inferior”. In the ethical model
we seek to extend to voting and human enhancements, “justice” is “not a self-assured
calculation with symmetrical portions of free will, but an urgent conceptual reaction to an
overwhelming appeal that can never be adequately responded to.”36 Extreme enhanced
humans would still have a right to vote as long as they were viewed as “beings” meaning,
in a very broad definition, that they were either “living” or they were “conscious”. Similarly,
non-enhanced/less-enhanced humans viewed as “other” or “lesser”, would also have a
right to vote as “beings”.

In the following sections, we will seek to provide some support for such an expansion,
including considering arguments that would retain the requirement of “humanity” for
voting rights and therefore could exclude humans with extreme enhancements from voting.
Finally, we will acknowledge the concern that an expansion of legal rights to votes broadly
to all enhanced and non-enhanced humans could contribute to an unintended consequence
that those who lacked power currently could be disenfranchised or otherwise harmed.
Since such a harm is possible based on past experience with discrimination against the
“other”, we will suggest that, under the extended ethical framework being applied, such
humans should be involved in any decisions regarding their enfranchisement and indeed
the entire voting process and very framework of governance.

3.3. Casting a Broad Net for the Definition of “Human” in the Context of Voting

By intent and express language, the Universal Declaration of Human Rights covers the
rights of “human beings.” Under Article 1, “All human beings are born free and equal in
dignity and rights. They are endowed with reason and conscience and should act towards
one another in a spirit of brotherhood.” However, in trying to meet the appeal of the “other”
(and indeed the multitude of “others”) in the context of voting and human enhancements,
we propose to reject “humanity” as a litmus test and instead cast a wider net in defining the
“other” as any living or conscious being.37 We will “recognize the urgency that demands”
the impossible and commit to the “rights of the others, . . . to equality, dignity etc., with the
insight that [equality, dignity, etc.] will have been dependent on that commitment” and
with “awareness of the imperfection and urgency of the case, thus alertness to the disturbing,
responsivity to and responsibility for it, while being aware that [the disturbing demands
of the others] can never be fully incorporated; and finally openness to that universality in
progress (or universality to come) that keeps being constituted from the outside.”38 In
this context, “disturbing” may perhaps be understood to mean both changing/disrupting
the status quo as well as troubling/unsettling to the being who is called to respond to the
appeal of the “other”.

Under this extended ethical framework of engagement and under an expanded Hei-
deggerian approach, enhanced humans and non-enhanced humans would all be “beings”
entitled to certain rights but also with certain duties and responsibilities towards others.

“Man is not the lord of beings.

Man is the shepherd of being.

36 Ref. [1] at 12 (referencing the work of Emmanuel Levinas, 1978).
37 “Social robots should not be regarded as proper objects of moral concern unless and until they become capable of having conscious experience.

While that does not entail that they should be excluded from our moral reasoning and decision-making altogether, it does suggest that humans do
not owe direct moral duties to them.” [78] Under an extended ethical theory of engagement and the new Declaration of Rights and Responsibilities
of Beings toward which this Article on voting rights is intended to provide a stepping stone, the goal is to be as inclusive as possible. Ideally, all
living beings, whether “conscious” or not (e.g., plant-based life or a human who is in a coma), and all “conscious” entities should be included in the
definition of “Beings”. Full articulation of the meaning, scope and boundaries for such an inclusive definition, as well as the philosophical basis (or
bases) will obviously require significant work. A Kantian perspective of “personhood” and “identity” would be useful to consider, such as that
presented by Professor Béatrice Longuenesse: “Kant’s criticism of the paralogism of personhood opens the way to to substituting for the rationalist
concept a rich and complex concept of a person as a spatiotemporal, living entity endowed with unity of apperception and with the capacity for
automomous self-determination.” [79].

38 Ref. [1] at 13.
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Man is the neighbor of being”39 [80]

Heidegger struggled with anthropocentrism, eventually concluding that “until we
arrive at a fuller understanding of the nature of world, we cannot pass judgement on the
ultimate legitimacy of his conception of the animal as poor in world. Only then can it be
determined whether there is “poverty in the animal’s specific manner of being as such”,
or if such poverty obtains only in comparison to Dasein” [82,83]. In our extended ethical
theory of engagement, we propose that it is not legitimate to deprive any enhanced or
non-enhanced humans of voting rights while we await a “fuller understanding of the
nature of the world.” Instead, we will value beings in the lower-case versus the “Dasein”
of Heidegger (with Dasein meaning roughly a human being “there”—totally immersed
in the world of other things—a “Being-in-the-world”). An essential element of such an
equitable approach is an awareness that there is an inherent risk of error any time one being
represents another being or purports to understand what another being wants or needs.
Indeed, Heidegger may have underestimated the depth of the “Abyss” between humans
while overestimating the depth of the “Abyss” between humans and animals.40 Thus, a
sufficiently “full” understanding of the nature of the world, such as that contemplated by
Heidegger, may be impossible to achieve. As Loidolt explained, we must try to “realize
the intentional movement of reason towards complete legitimization: even if it cannot
be achieved, legitimizing intentionality can not stop at an unjustified benchmark, but
transgress it necessarily with critique”41.

Such an extended ethical approach of course requires explicitly rejecting the anti-
semitism and other arbitrary biases that permeated the philosophy of Heidegger—and
Nietzsche—and seeking a commitment to respect for others. In his provocative concluding
paragraph of his article in this Special Issue, Warwick draws from Nietzsche to speculate
about a possible bleak future for non-enhanced humans: “The fundamental philosophy
that underpins the concept of the future relationship between superhumans and humans
comes straight from Nietzsche. We need to look no further than humans’ present-day
relationship with other animals. Humans cage them, destroy their habitat and treat them
as captives, slaves or pets. Thus, if we look to the future, the best that a human could hope
for might be that they become the pet of a superhuman.” [42].

Surely we can hope for better than this. We can attempt to design an ethical structure
of voting rights and responsibilities to reflect such aspirations while also considering
the existing realities of imbalances in political power and other relevant factors. As an
example, the brutal legacy of years of systematic discrimination has led to widely disparate
income, education, health, medical treatment, access to housing, credit, incarceration, job
opportunities and death (including killings by law enforcement agents) for people of color
in the United States.42 Voters (and their elected representatives) should consider not only
their own interests but also their responsibility toward other beings, particularly those
who cannot vote or whose votes may “count” for less than those in power. While it is
theoretically possible that an enhanced human might have the ability (and will) to control
other beings without voting or control others in voting, we should not automatically assume
that is what would happen. An enhanced human might also have greater compassion and
empathy, as well as improved emotional intelligence such that they would not wish to use
their power in that manner. Any human, with any level of abilities or power, is capable

39 Ref. [80] In applying any phenomenological approach that may have been influenced by the works of Heidegger, it is important to explicitly
acknowledge the deep-rooted antisemitism in Heidegger’s philosophical views. For a powerful rebuttal of the idea that Heidegger’s antisemitism
can be easily separated from his philosophical viewpoints, see Professor Donatella Di Cesare’s work [81].

40 “Although at one time exploring the proximity between the human and the animal, Heidegger later claimed that an abyss separates the human from
the animal.” [84] at 110 (citations omitted).

41 Ref. [1] at 18.
42 For example, in 2017, the median net worth of Black residents in Boston was $8 versus $247,500 for whites [85]. Also, “Black female restaurant

workers in Massachusetts make on average $7.79 less per hour—including tips—than white men in the same positions, which amounts to 60
percent less” [86]. As just one example that discrimination and violence based on skin color is not limited to the United States, see an example from
France [87].
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of doing good or evil. Adolf Hitler was able to do great evil without enhancements, and
Nelson Mandela was able to do great good without enhancements. Applying an ethical
theory of engagement, the appropriate response to the possibility of a hypothetical future
sociopath having tremendous power is not to abandon any path toward self-determination.
We take that risk now—and likely that will be the case whatever form of government we
establish for future enhanced or non-enhanced humans.

A more fundamental challenge to enfranchisement of “beings” than the spectre of
a super-powered tyrant may be the view that humans are innately and metaphysically
superior to all other beings. Such an objection could be based, for example, on the con-
tention that there is inherently a hierarchy of species and that any broad approach that
allows enhanced humans who are viewed as being more animal than human, more plant
than human, or more computer than human to be treated as “human” upsets the proper
hierarchy. The view that “pure” humans are of special and unique value higher than any
other living being—whether conscious or non-sentient—is deeply entrenched in many
widely-respected philosophical, scientific and religious frameworks.43 Someone who holds
that view may well feel that a human who has an extreme enhancement (either prior to
birth or after birth) is not a human at all, or is less-than human. In that case, the extension of
the right to vote to such an enhanced human likely would be rejected as the extension of the
right to vote to non-human animals and to plants or other life forms would also be denied.
Such a rejection need not be made callously or with indifference to others. Representation
alone, as outlined in Section 3 below, could be viewed as sufficient to respond to the appeal
of the “other” even under an ethical theory of engagement. However, in this analysis we
are pushing the definition of “other” to reach beyond “humans” in the context of extreme
human enhancements. This is a fundamental difference in perspective. In order to support
this expansion, we will consider some of the reasons typically given for excluding animals44

from having the same rights and responsibilities as humans, and express concern about
their validity and the danger that they can be used as a proxy for improper discrimination
(including against other humans). However, the core philosophical differences will not be
reconciled in the analysis herein, and it is not clear that they are capable of reconciliation.

3.4. A Provisional Rejection of Ranking Systems/Hierarchies

One of the problems with any hierarchical approach, which is particularly acute in
the context of enhanced humans, is that it is challenging to articulate meaningful ranking
criteria that can withstand scrutiny and that do not naturally lead to individual humans
being further ranked and excluded from voting. In addition to being pretexts for racism,
sexism, classism, etc., ranking systems of the past have turned out to be factually false
or absurd. For example, Plato felt that walking upright was a key distinguishing feature
of humans. Darwin considered that bipedalism represented evolutionary advancement.
However, it is difficult to see why walking upright is intrinsically a high value physical
trait, or even that it is unique to humans.45 From a value perspective, is walking upright
better than flying, running fast like a Cheetah, or having an extremely precise sense of
smell like a dog? Why is one physical trait inherently better than another? Second, once
one establishes any form of ranking criteria, there is a natural tendency to further rank
within each category. For example, if a human cannot walk upright at birth, or at some
point during their lifetime due to a physical challenge, are they no longer human or less

43 Also, in certain religions. For example, Genesis 1:26 “Then God said, ‘Let us make humankind in our image, according to our likeness; and let them
have dominion over the fish of the sea, and over the birds of the air, and over the cattle, and over all the wild animals of the earth, and over every
creeping thing that creeps upon the earth.’” For an alternative interpretation, see the work of Professor Ryan Patrick Mclaughlin, who proposes that,
under one credible reading of Genesis, “human dominion” should be “peaceful and other-affirming” [88].

44 Although the present ranking discussion focuses on animals, a typical reason given for excluding computers (even ones that can communicate in a
manner that is difficult to distinguish from an actual human) is that they lack sentience. In other words, they are neither conscious nor self-aware.

45 “If an ape who stands upright (even with the help of a mobility device) can be seen as more human, what happens to humans who do not or cannot
stand upright? Monkey-like posture was one of many simian characteristics used to dehumanize people of color, particularly people of African
descent, from the seventeenth century on.” [3] at 86-87 (discussing illustration from 1699 of an ape standing erect with a walking stick).

189



Philosophies 2021, 6, 5

than other humans at that point? If so, the famous physicist Dr. Stephen Hawking was not
human (or was less than human) once he could no longer walk upright. Such a conclusion
would not be acceptable even under the current version of the UDHR.

We will consider in more depth two other potential candidates as requirements for
voting rights under the expanded version of UDHR and as potential justifications to re-
taining the requirement of “humanity” for voting rights for enhanced and non-enhanced
humans—“reason” (also referred to herein interchangeably with “rationality”) and “dig-
nity”. Both terms are used in Article 1 of the UDHR46 and are frequently used in ethical
theories relating to differences between humans and others.

3.4.1. Rejection of “Reason”/”Rationality” as a Voting Requirement

As discussed above in the context of a history of discrimination, the “ability to rea-
son” and “rationality” have often been put forth as a purportedly neutral and objective
requirement for voting rights. Aristotle viewed humans as the only rational beings. If
only humans are rational, and if rationality is essential for voting, then perhaps enhanced
humans who are more animal than human, more plant than human, and/or more machine
than human should be excluded from voting?

One problem with this approach is that the definition of “reason” or “rationality” is
key and it is not automatically clear what such terms mean in the context of voting rights
and responsibilities of enhanced and non-enhanced humans. Does “rationality” mean the
ability to think logically? If so, at an advanced level such as Aristotle demonstrated? If
we have enhanced and non-enhanced humans, should all voters be tested on basic logic
and, if they fail, be disenfranchised? If only some voters are tested, then the potential for
discrimination based on improper categories is high. Also, why should logical thinking be
of greater importance than creative thinking or compassionate thinking when it comes to
voting? Should a human who excels at logical thinking or mathematical computational
abilities be valued more than another human who cannot perform as well? When will the
testing for such abilities be administered, by whom and on whom? Or, is “reason” only an
ability to understand cause and effect in one’s daily life? Many animals can understand
cause and effect. Otherwise they could not be trained by humans.47

Returning briefly to the example of gender that was discussed in Section 2 above,
we can perhaps uncover even more that may be relevant to the potential requirements of
“rationality” or “reason” in voting in a world of enhanced and unenhanced humans in
examining the argument that “Women have the right to vote, for instance, because they are just
as capable of making rational decisions as men are.”48 This statement assumes that “rationality”
is part of the act of voting, when observation of the phenomenon of voting reveals that
“[t]he separateness of vote and decision decouples any pretence of rationality from the
decision. It makes little sense to talk of rational democratic decisions, although we may
approve of decisions for other reasons. Nor will you find support for rationality within the
events leading to the decision. The naïve account of events is that the participants think
about each specific decision with the penetration of Socrates and stand by their rationally
derived conclusion with commendable integrity. Observe voting and you will see that the
vast majority of decisions are preceded by inadequate and contradictory thought, much
of it around matters that are peripheral to the specific content of the decision to be taken.

46 “All human beings are born free and equal in dignity and rights. They are endowed with reason and conscience and should act towards one another
in a spirit of brotherhood.”—UDHR Art. 1 [2].

47 And as many people with pet cats and dogs can attest, animals also can train their humans to behave in a manner desired by the animal at a
particular time, in response to a particular prompt from the animal.

48 See Singer’s work in [33] at 148–162 (describing an initial possible response to Thomas Taylor’s satire of Mary Wollstonecraft’s “Vindication of the
Rights of Women” in 1972—“A Vindication of the Rights of Brutes”).
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With equal claim to rationality politicians may determine to vote in accordance with their
constituents’ wishes, higher economic theory, or their perceived personal self-interest.”49

Also, are all men who have the right to vote capable of making “rational” decisions?
Should “rationality” even, in a naïve account of events, be an essential condition for having
a right to vote, versus empathy for others, compassion, generosity or some other quality or
quantity? If it were possible to enhance humans so that they were able to make better moral
decisions, [90,91] should the votes of such enhanced humans be given greater weight?
At a more basic level, what is the meaning of “male” or “sex” in the context of voting,
given that one hopes that genitalia are neither involved in nor displayed when a being
votes? Similarly, the argument that “dogs, on the other hand, are incapable of understanding
the significance of voting, so they cannot have the right to vote” assumes that it is an essential
requirement to “understand the significance of voting” in order to have a right to vote [33].

In addition, “rationality” has been used as the basis to deny the right to vote to those
under a certain age. In the United States, the right to vote in federal elections was lowered
through the Twenty-Sixth Amendment XXVI—which changed the minimum voting age
from 21 to 18 years. Are humans under 18 not “rational”? One argument for why those
under 18 do not have the right to vote is that their brains have not developed to the point
that they can weigh risks “rationally” with an “appropriate” level of conservatism [92]. But
people under 18 are part of the population and have good reason to be concerned about
choices made by members of an elected body who do not reflect their views and interests.
Also, as described above, based on the past and current use of testing for intelligence or
knowledge, we should be very skeptical that such cognitive capacity requirements would
be applied in a non-discriminatory manner when enhanced humans and non-enhanced
humans are involved. If a human could change their physical age via enhancements—at
will—and/or increase their cognitive capacity at will, then it is not clear that their actual
date of birth would be particularly relevant to their right to vote (if it ever was relevant).
Potentially, “age” requirements for voting could be eliminated, particularly in a world
where enhanced humans were common.50

Fundamentally, is not clear that voters really need to “understand the significance” of
voting in order to have a right to vote in a theory of engagement that requires responding to
the appeal of the other. “A part of the myth of democracy is that it requires higher thought
processes and rationality” [89]. To exclude an entire class of enhanced or non-enhanced
humans on the ground that they could not “understand the significance of voting” could
easily lead to other exclusions that have been used to discriminate in the past (and in the
present), such as a requirement that voters have at least a certain level of formal education
or that applicants for citizenship, and therefore the right to vote, pass certain tests.51

For example, American suffragist Elizabeth Cady Stanton argued that (white) educated
women were more deserving of the vote than “ignorant” men, including many formerly
enslaved people, working-class people and immigrants [93]. Intentionally drawing on
racist stereotypes, she explained: “Think of Patrick and Sambo and Hans Yung Tung, who
do not know the difference between a monarchy and a republic, who can not read the
Declaration of Independence or Webster’s spelling-book, making laws for Lucretia Mott,
Ernestine L. Rose, and Anna E. Dickinson [94].”

Similarly, by this argument, cognitively enhanced humans might perhaps deny the
right to vote to those without enhancements. In rejecting artifactual and frequently discrim-
inatory distinctions such as “rationality” and “reason”, we propose that even enhanced

49 Ref. [89]. An alternative model of representation is offered by the Japanese Constitution, where Members of Congress are given the role of
“representatives of the whole citizenry”, which is understood to mean (1) “a congressman/woman is not a representative of each electoral zone, but
a representative of all Japanese nationals” and (2) “he/she is not bound by voters in each electoral zone or by his/her supporters’ organization.”
Ref. [9] at 35 (discussing Article 43(1)).

50 One of the obvious enhancements that is currently sought out via plastic surgery and cosmetics is to change one’s age.
51 Should voters be required to pass a test for drug or alcohol impairment on the day they cast their vote? Screening for mental illness? If so,

which types of mental illnesses? Depression? Who would decide and how would adminstration be executed in practice in a non-arbitrary and
non-discriminatory manner?
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humans who are seen as more animal than human, more plant than human, more machine
than human or not even permanently embodied at all (or changing between such forms at
will), should still have a right to vote.

In considering voting rights in a world of enhanced and non-enhanced humans, it
is critical to strive to apply the rights and responsibilities of beings carefully, with due
consideration of systematic injustice or harm that can result from stereotypes of from
treating any beings or group of beings as “other” or “lesser.” The way that a particular
right is applied to a particular being in a particular context can and, in many cases, should
vary based on the nature of the being but any variations should be equitable and grounded
in respect for the fundamental autonomy of each being. Respect for “dignity” of humans
(enhanced and non-enhanced) is a core part of the proposed extended ethical framework
under consideration. We commit to the “rights of the others, commit to equality, dignity
etc., with the insight that [equality, dignity, etc.] will have been dependent on that commit-
ment.”52 However, that does not mean that some assessment of “dignity” of any individual
human or a particular type of enhanced or non-enhanced human is a requirement for
voting rights.53

3.4.2. Rejection of “Dignity” as a Voting Requirement

Moving beyond ”rationality” or “reason”, should “dignity” instead be a key ranking
requirement? If so, what do we define as “dignity”? Who defines it? Why should we
assume in advance that animals do not have any dignity or that if they do their dignity
is less than that of a human? Or, in the context of human enhancements, why would we
predict that there is some threshold at which an enhanced human is “more animal than
human”54 or “more machine than human” and then are no longer humans at all?55 Who
would determine when such a threshold was reached and how would they do so?

The definition of “dignity” should not be based on physical abilities or it is just an
extension of bipedalism. A human being who is in a wheelchair and needs assistance
to go to the bathroom, to dress and undress themselves, and to feed themselves is not
less “dignified” than another human who can engage in such activities without obvious
assistance. As Taylor convincingly explains, the “independence” and self-sufficiency of
those viewed as “able-bodied” is a myth [3]. Interconnectedness and mutual dependency
on other beings (humans and animals) is the true norm. Even people who are not viewed as
“disabled” need assistance from others to engage in all of these activities. Unless someone is
living “off the grid” and hunting for their own food with a weapon they made themselves,
skinning it with a knife they made themselves, cooking it on a fire they made with wood
they gathered, making their own fabric and clothes, and building and maintaining their
own sewer system, they are benefiting from the extensive help of many other humans
on a daily basis (and they are highly and obviously dependent on animals, plants and
nature). Often the others upon whom we depend are an invisible population of those
viewed as “lesser”—such as immigrant agricultural workers in the United States and the
Dalits in India who perform the dirtiest jobs such as cleaning sewers and taking away dead
animals [97]. Are they less “dignified” in a ranking or hierarchy? If so, is that because of
something innate or inherent in the world or because the societal choices have been made
systematically for hundreds of years, both intentionally and unintentionally (by people
with the privilege of being allowed to be oblivious to the needs of others who are less
powerful), to treat such people as “lesser” and to make their daily life more difficult than
necessary, such as by designing curbs to be inaccessible to wheelchairs versus sloped, or by

52 Ref. [1] at 13.
53 As discussed in Section 3 below, representative voting is an available option, such as for a human that is mentally incapacitated to such a severe

degree that they are incapable of expressing their wishes, or is unconscious (for example in a coma).
54 This can be especially challenging when humans already have substantial overlap with animals, as outlined by Professor Jacques Derrida [95].
55 For example, Professor Francis Fukuyama expresses concern that one of the potential effects of biomedical advances is that humans may be altered

beyond recognition and this could have negative effects on the belief that human beings are equal by nature [96].
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preferring stairs versus ramps in building designs? These choices were not necessary for
any reasons related to the “natural” world.

Should “dignity” instead be based on caring for others and having compassion? If that
is the case, many animals have demonstrated that they care deeply and intensely for others,
including members of their own species and of other species. For anyone who has never
seen a pet mourning the loss of an owner or companion, there are a multitude of examples
of animals showing compassion and care for others, including, as just a few examples,
dogs comforting humans who are struggling physically and/or emotionally, elephants
visiting the home of a conservationist who had worked to help them after his death,56 or
Koko the gorilla who could communicate with humans through sign language and grieved
when her companion cat died. “[W]hen [her companion kitten] died in 1985 after being
struck by a car, Koko pretended she didn’t hear her handlers for about 10 min after they
told her the news. Then, she started whimpering. She signed ‘sleep cat’ by folding her
hands and placing them by the side of her head. Researchers gave her a stuffed animal,
but she wouldn’t play with it and kept signing: ‘Sad’” [99]. Recognizing that animals do
have compassion and caring for others does not mean we should assume that they are the
same as enhanced or non-enhanced humans.57 Such a view would be inconsistent with
the ethical framework of responding to the appeal of the “other” because it would deny
that there was anything new or different that the “other” might tell us or include in their
appeal. Instead, recognizing that animals have “dignity” (if that is defined as caring or
compassion for others, for example) means that it is not ethical to deny the right to vote to
enhanced humans even if they are considered to be “more animal than human” or to deny
the right to vote to non-enhanced (or less-enhanced) humans if, in the future, humans with
extreme enhancements considered such beings to be “sub-human.”

Article 1 of the UDHR sets out the overarching principle that “All human beings are
born free and equal in dignity and rights. They are endowed with reason and conscience
and should act towards one another in a spirit of brotherhood.” This should most properly
be read as a normative or prescriptive, aspirational statement rather than a reflection of
some objective reality. It is difficult to imagine any country or even any city or town in the
world in 1948 where all humans were actually born with equal rights. The drafters of the
UDHR were certainly aware of differences in rights of humans. We have seen from the
examples in Section 2 above that pretending that every human is, in practice, equal (and
is treated equally) in voting rights and ability to vote is to deny the existence of racism,
classism, sexism, ageism, caste systems etc. Voting rights that are granted and designed
in denial of the impacts of systemic racism, for example, will fail in practice to achieve
anything close to “equal” votes.

In extending the right to vote in a world of enhanced and non-enhanced humans,
we have modified Article 21(3) to remove the term “people” and replace it with “beings.”
For someone who views humans as intrinsically higher than all “others”, or for whom
only humans should be ethically entitled to vote, then they might be willing to accept this
expansion if the term “beings” is defined to require, in the context of human enhancements,
only that the candidate for enfranchisement was at some point in time a non-enhanced
human or descended from a non-enhanced human in order to qualify as a “being”. Or
they might reject the change altogether and insist that the right be limited to enhanced
humans who are still genetically predominantly Homo Sapien based on their DNA. In other
words, more human than anything else. However, this is not a truly satisfactory solution in
the extended ethical framework of engagement. Such a distinction seems uncomfortably
close to gender-based and ancestry-based biases such as a law prohibiting children from
inheriting citizenship (and voting rights) from their mothers. This was the law in Iran
until 2019 and is still the law around the world, where “25 countries bar women from

56 “Nonhuman animals are amazing beings. Daily we’re learning more and more about their fascinating cognitive abilities, emotional capacities and
moral lives” [98].

57 For an additional approach, see the work of Professor Lori Gruen [100].
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passing citizenship to children, while more than 50 have other discriminatory nationality
laws such as those that, for example, permit only men to pass on citizenship to a foreign
spouse,” according to the United Nations High Commissioner for Refugees [101]. It also
seems too much like a species-biased58 (and organic/biologically-skewed) counterpart of
the so-called “Grandfather Clauses” used to deny the right to vote to former slaves and
their descendants. As mentioned in Section 2 above, voting restrictions based on ancestry
are often explicitly designed and enforced to disenfranchise those deemed “lesser” or
“other” and privilege those who were already “grandfathered” in as voters. “The phrase
‘grandfather clause’ originally referred to provisions adopted by some states after the Civil
War in an effort to disenfranchise African-American voters by requiring voters to pass
literacy tests or meet other significant qualifications, while exempting from such requirements
those who were descendants of men who were eligible to vote prior to 1867” [30].

The intended definition of “beings” in the revised Article 21(3) should extend to
animals, plants, inorganic intelligence (such as AI+) and even extraterrestrial “beings”
(if any existed and for some reason wanted to vote) who never were human and who
never descended from humans. The core minimum requirements for qualification as a
“being” under Article 21(3) definitely warrant a deeper consideration if they are expanded
as intended to respond to the appeal of the “other” (defined broadly). However, for
purposes of discussion as an initial proposal, the minimal requirements for voting could
be “life” or “consciousness.” If a being is either “living”, even if unconscious or largely
plant-based, or “conscious,” including animals or an AI+ where the being might have no
organic embodiment and could, for example, be sentient and machine-based, such a being
would be entitled to a right to vote under our extended ethical framework. However, due
to lack of consciousness or lack of communications abilities, such voting might, in practice,
need to occur via a representative as discussed in Section 3 below.

In the ethical framework of engagement and responding to the appeal of the other,
there is no search for a fixed objective third-person reality where one would measure
“dignity”, “reason,” or “conscience” in order to determine if the “other” had the right to be
heard, and if the being who was attempting to respond had a responsibility to do so. The
goal is to intentionally “see” those beings who are “other” and “hear” their voices as much
as possible, recognizing that any being (enhanced or non-enhanced) will inevitably not
fully understand the views and needs of other beings in the same category (because each
individual being is unique), much less those in a different category, but must nevertheless
try to do so as it is better than the alternative. The result will be flawed and imperfect, but
it has the potential to be more legitimate, from an ethical perspective, than the other path
where beings are ranked based on certain traits that are difficult to define, potentially false
and/or artifactual, and that is particularly the case when the highest valued traits typically
turn out to be traits the being doing the ranking possesses.

3.5. Potential Backlash against Humans Who Are Currently Disenfranchised

One important possible objection to the approach of universal and equal suffrage for
all enhanced and non-enhanced humans is a concern that broadening the definition of
“beings” who have rights (and to whom other beings have responsibilities) may, in practice,
dilute or diminish the current rights of those without power (or with less power), such as
minority groups. One of the arguments made by those who opposed giving women the
right to vote in the United States was that women would, in practice, lose the benefits of
their “exalted” positions if they were given the right to vote, and they would, as a result,
get less protection.59 The Nazis had strong animal protection laws and yet gave no such
consideration to human beings they deemed as “lesser” or “other” [104]. Early Europeans

58 As Professor Alice Crary proposes, “the plain fact of being human is morally significant but the plain fact of being an animal is so as well.” Ref. [102]
at 122.

59 “To man, woman is the dearest creature on earth, and there is no extreme to which he would not go for his mother or sister. By keeping woman in
her exalted position man can be induced to do more for her than he could by having her mix up in affairs that will cause him to lose respect and
regard for her [103].”
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used systems of classification to justify colonialism by “highlighting the human character
of apes while emphasizing the purported simian qualities of Africans.”60 In Canada, male
members of certain indigenous peoples who were deemed “civilized” (in part by virtue
of owning land but also, depending on the time period and the law, by passing a test
showing they could read and write in English) were given the right to vote in 1886 in
pursuit of an express goal of assimilation. This was opposed by certain tribal leaders,
who correctly predicted that it would lead to increasing political division within their own
nations, on political party lines, and ultimately a loss of sovereignty and further loss of land.
In just over a decade, “as the franchise expanded, settler politicians expressed the growing
popular racism that presumed Indians could never be civilized—at least not without the
radical process of removing children to assimilate them at infancy into white society.”61 As
a result, in 1898 the right to vote was revoked for all “persons of Indian blood” (which was
defined even more broadly than the definition of “Indian” men under the Indian Act).62

“Over the twelve years from the creation of the Indian franchise in 1886 to its revocation
in 1898, the early Victorian dream of the transformation and assimilation of Indigenous
peoples as respectable Christian subjects gave way to a cynical idea of segregation under
the permanent regime of the Indian Act. (Only children would be excepted under a radical
new program of forced separation and assimilation in residential schools.)”63

It is impossible to guarantee—or even predict—a particular result at a particular time
in a particular country or region, or the world as a whole, if enhanced humans (as broadly
defined as possible) are given the right to vote on an equal basis with non-enhanced
humans and with other enhanced humans. While the ethical framework of responding to
the appeal of the other is not a utilitarian analysis, harm to the other is of course important
to consider. There is a real possibility that broad enfranchisement could, in a practical
effect, lead to an objectively “bad” result of disadvantaged groups of humans, whether
enhanced or non-enhanced, being further harmed—and in an extreme scenario depriving
them of any right to vote at all (as happened in Canada in 1898) and to attempted genocide
(as in the Holocaust). The fact that there were other considerations at play, such as the
desire to appropriate land or other property, and that the grant of the franchise right was
not the sole cause of the harm would not make the damage any less real. Thus, the goal of
responding to the appeal of the other should mean giving such being (enhanced or non-
enhanced) the opportunity to participate in the choice of whether or not they should have
the right to vote and what that will mean, as well as in the very structure of government
itself and what “voting” even means. Even if the intention of granting enfranchisement
broadly to all types of enhanced and non-enhanced humans is good, if it would have a
detrimental effect on a particular group that harm (and concern) should not be ignored. We
will outline the application of a participatory engagement model to the design of voting
and governance structure further below in Section 3.7. First, however, we will offer an
additional example of representative voting that may be useful to include in such a process
as a way to give a form of vote to those enhanced or non-enhanced humans who are not
able to vote directly, and as a way to promote/amplify the voice of those who have been
disenfranchised historically or who are otherwise less powerful than the dominant group
(whether enhanced or non-enhanced humans).

3.6. Representative Voting Instead of—or in Addition to—Direct Voting

To provide the option of representative voting in a world of enhanced and non-
enhanced humans, one possible way to revise the new draft of Article 21 is as follows:

60 Ref. [3]. But it is unlikely that the cause of the Nazi mistreatment of other humans was that they respected animals. Similarly, the cause of the English
colonial mistreatment of the African population was not that they respected apes. There were more complex factors at play, including greed. Among
other things, the Nazis wanted what they saw as the wealth of the Jews and they took it. The English wanted the wealth of Africa—and they took it.

61 Ref. [8] at 32.
62 Ref. [8] at 34.
63 Ref. [8] at 35.
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“The will of all beings shall be the basis of the authority of government; this will shall be
expressed through universal and equal suffrage, directly and/or through representatives.”

Most current governments with some form of democratic component rely on elected
representatives to vote on particular laws or regulations. This is, in part, due to practical
considerations. A governance concept of democracy “emerges from a particular imperative:
there is paraphernalia required to make practical those decisions rendered by democracy.
Accordingly, there emerges the modern distinction between governance with management,
which is a tolerable version of the distinction between those with the ability to vote and
those with the ability to dictate” [89]. In such models, it is important not to let ostensible
considerations of efficiency obscure some elements of elitism that may be present in the
representative model,64 particularly where significant wealth and privilege in a particular
society is needed to even have a chance to become a viable candidate for election and then
to serve in that role, with all the costs that may entail, often including maintaining two
residences, one in the home state or jurisdiction and one in the capital or other location
where the legislative body meets. Similarly, it is important that the elected representatives
remain responsive to their constituents. “Where citizens participate in the conduct of
public affairs through freely chosen representatives, it is implicit in article 25 that those
representatives do in fact exercise governmental power and that they are accountable
through the electoral process for their exercise of that power” [106]. For purposes of the
analysis of human enhancements and voting however, we will consider a different type of
representative voting—representative voting for an elected representative where the votes
themselves are cast by representatives of the individual voters.

Representative voting adds an additional layer between the individual “being” for
whom the vote is cast by a representative of such individual and the actual elected gov-
ernmental representative. Such individual being is not actually casting a direct vote for
the elected representative. Another being, or group, instead casts the vote on behalf of the
individual voter. An example of one representative voting model is the Electoral College
system for electing the President in the United States. A small number of electors for
each state actually cast the vote for the President that will be counted, and the electors
who cast such votes (who are selected by their political party) is determined based on the
political party that “won” the direct votes in the state—in other words it is (generally)65 a
“winner take all” system where the individual votes for President for the political party
that did not receive a majority of the individual votes overall are disregarded in the final
electoral vote total for the state. Although it is rare,66 this structure means the President
that wins the election based on the Electoral College votes could have had the minority
of the direct individual votes as a whole for the country. The system is intended to be
strictly representative (by political party). Indeed, the United States Supreme Court has
unanimously rejected the argument that by requiring that electors “vote” and “by ballot”,
the Framers of the Constitution intended that the electors’ votes would reflect their own
judgments versus those of their political party.67

Another option for representative voting for a particular individual being who is not
able to communicate effectively could include appointing a representative who can vote on
behalf of such being. In the United States, such a representative often plays a role in court
proceedings involving young children, such as a custody dispute or parenting plan in the
event of a divorce, or in cases involving abuse or neglect of a child. There are two different

64 John Stuart Mill offered a classic argument in favor of representative government [105].
65 Maine and Nebraska are exceptions and allocate one elector per district.
66 In the elections of 1824, 1876, 1888, 2000 and 2016 the Electoral College winners lost the popular vote. In 1824, no candidate received the majority of

the electoral votes and the election was decided by the United States House of Representatives.
67 The Chiafalo v. Washington U.S. Supreme Court decision related to the so-called “faithless electors” who were fined by the State of Washington for

not voting according to their party affiliation in the 2016 Election, as required by state law. The Court upheld the fine [107]. However, even the
Electoral College does not attempt to represent the will of all United States residents. For example, residents of permanently inhabited United States
territories such as American Samoa, Guam, the Northern Mariana Islands, Puerto Rico and the United States Virgin Islands cannot vote (either
directly or indirectly) for the President and Vice President of the United States.
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models for this representative role—"guardian ad litem” and “attorney for the child”, also
called guardian for the child. In the “guardian ad litem” model, the guardian is appointed
“ad litem”, roughly meaning, appointed “for the lawsuit” or “for the action”, and typically
is required to represent “the best interest of the child” [108]. In such cases, considerations of
the “best interest of the child,” may include, for example and without limitation: “(1) The
temperament and developmental needs of the child; (2) the capacity and the disposition of
the parents to understand and meet the needs of the child; (3) any relevant and material
information obtained from the child, including the informed preferences of the child; (4)
the wishes of the child’s parents as to custody; (13) the child’s cultural background.”68

In the second model, the attorney for the child has a different role, as they are assigned
to represent the child’s wishes and advocate for their behalf. For example, in an abuse
case the child may wish to stay with the abusive parent or may wish to at least have visits
with such parent (including if the parent is incarcerated). The attorney for the child shares
those wishes with the court and advocates for those wishes, even if the attorney personally
thinks they are not in the best interests of the child.69 In an ethical model of engagement
that involves attempting to respond to the appeal of the “other,” the “best interests” model
is less preferred than the model where a voting representative advocates for the wishes of
the particular being they represent.70

For children and voting (versus lawsuits), in theory the parent or legal guardian could
represent the child and cast a vote on their behalf. That is attractive for efficiency purposes
but it is not clear that the parent or guardian would represent the child’s wishes versus
what they thought was best for the child. For example, a parent may be less concerned
about climate change and voting for a candidate who is a strong environmentalist than
their child (or children).71 And, moving beyond the example of children to consider the
large scale needed for voting in a world of enhanced and non-enhanced human voters
(and “beings” broadly defined), there may be too many beings who need representatives
for each such being to have a dedicated voting representative appointed individually (at
least absent future human enhancements that could make that possible). Thus, a “guardian
ad litem” type of voter representative speaking for the best interests of their assigned
beings when casting votes could be appointed for groups of beings. In that role, they
might have a responsibility to speak only for their particular group members, roughly
along the lines of the electors for a particular political party in a state, as in the United
States Electoral College framework. Alternatively, a framework could be used that was

68 Connecticut General Statutes Section 46b–54(f) includes numerous factors, many of which are specific to a custody dispute or an abuse or neglect
proceeding, but the general structure of the provision may be helpful to see an example framework that could be applied in voting: “[Sec. 46b–54](f).
When recommending the entry of any order as provided in subsections (a) and (b) of §46b–56, counsel or a guardian ad litem for the minor child
shall consider the best interests of the child, and in doing so shall consider, but not be limited to, one or more of the following factors: (1) The temperament
and developmental needs of the child; (2) the capacity and the disposition of the parents to understand and meet the needs of the child; (3) any
relevant and material information obtained from the child, including the informed preferences of the child; (4) the wishes of the child’s parents as to
custody; . . . (13) the child’s cultural background; Counsel or a guardian ad litem for the minor child shall not be required to assign any weight to any of
the factors considered.” (emphasis added) [109]

69 Ultimately, the court determines what is in the best interests of the child, in both the guardian ad litem model and in the attorney for the child model.
And, in the approach taken in the Connecticut statute, the attorney for the child should also consider the best interests of the child so the role is
actually more nuanced than presented in the text above.

70 The guardian ad litem model and the advocate for the child model are still embedded in an “authorities framework” that “focuses too narrowly on
state and parental control over children, reducing children’s interests to those of dependency and the attainment of autonomy” [108]. “In place
of this limited focus, we envision a “new law of the child” that promotes a broader range of children’s present and future interests, including
children’s interests in parental relationships and nonparental relationships with children and other adults; exposure to new ideas; expressions of
identity; personal integrity and privacy; and participation in civic life. Once articulated, these broader interests lay the foundation for a radical
reconceptualization of the field of children and law. We propose a new tripartite framework of relationships, responsibilities, and rights that aims to
transform how law treats children and their interactions with others” [110]. Based on the discussion in Section 3.7 below, a fresh look and potentially
a new ratification of the governance framework itself would be appropriate where newly enfranchised voting beings such as children were not able
to participate in the design of the original governance structure and what voting means.

71 “The UN Convention on the Rights of the Child (CRC) articulates children’s rights to be heard and to participate in decisions that affect them. In
spite of widespread ratification of the CRC, and the recognition of youth as a major stakeholder group with the right to participate in conversations
related to climate change, children have not been adequately included in climate change decision-making at a global level, and attempts to facilitate
their participation have rarely been more than tokenistic.” Ref. [110] at 104–114.
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similar to the Japanese Constitutional approach in which Members of Congress are given
the role of “representatives of the whole citizenry”, which is understood to mean (1) “a
congressman/woman is not a representative of each electoral zone, but a representative of
all Japanese nationals” and (2) “he/she is not bound by voters in each electoral zone or by
his/her supporters’ organization.”72

Representative voting can be used to dull the impact of a particular group of humans
(enhanced or non-enhanced) by giving them less of a proportional vote, and having a repre-
sentative “speak” for another “being” inherently increases the risk of errors (intentional or
unintentional) in even understanding what the original being wants. Thus, representative
voting should be used with caution. For example, in a world of enhanced humans with
extreme enhancements, such as the ability to clone/duplicate themselves at will (whether
biologically, digitally or some combination thereof), representative voting might be an
attractive approach proposed by other humans to avoid having such enhanced humans
dominate the voting process by sheer numbers, and thereby deny effective participation to
other humans. Before jumping to that “solution” to a hypothetical problem however, it
would be important to consider the circumstances more carefully (and to get the views of
the enhanced humans with such cloning/duplication abilities before making any ultimate
decision, as will be discussed in Section 3.7 below).

It is risky to make assumptions about what an enhanced human would do or want.
More importantly, it is contrary to an ethical framework of engagement that involves trying
to respond to the appeal of the other. “[T]his right of the other, which should give the
ultimate grounding and measure of every right, is exactly one that will always remain
‘haunted’ by the appeal of excessive immeasurable terms (and this always includes the
danger to treat the other wrongly, especially in his otherness).”73 Can we be confident that
an enhanced human who had the ability to clone/duplicate themselves at will would do
so in order to impact voting in a particular election or elections? They would be faced
with the consequences of having a large number of clones/duplicates. Presumably, if each
clone/duplicate was a being with rights, the clones/duplicates could not just be termi-
nated/deleted at the will of the “original”. The original source of the clones/duplicates
would need to coexist with the others for the remainder of its lifetime (which could be
quite extended). Moreover, even if the clones/duplicates were created with the exact
memories and mind of the adult original source, over time they could presumably diverge
individually in their wishes and views if they had different life experiences. A single
individual non-enhanced human may change their views (and their voting patterns) over
time. Should we not expect that the same might be possible for clones/duplicates of an
enhanced human? Alternatively, if the clones/duplicates were all under the total control of
a single mind or consciousness and did not have free will, then it might be more accurate
to treat the entire group as a single voting being with a single direct vote. In that case,
representative voting would not be appropriate.

Although there are dangers in using representative voting as a substitute for direct
voting, it can also be beneficial for the less powerful. For example, representative voting
can be used as a way to amplify the voice of those beings (whether enhanced or non-
enhanced) who are in a minority or who are otherwise disadvantaged in their ability to
participate fully and effectively in governance due to historical factors. A combination
of representative and direct voting can also be employed where each individual member
of a group (such as a particular political party, religion, culture, indigenous group, or
caste under current examples—and potentially unlimited future groupings in a world with
extreme human enhancements) wants the group as a whole to have a voice in addition
to the voice of the individual member, who may differ from the group as a whole in a
particular voting situation.

72 Ref. [9] at 35 (discussing Article 43(1) of the Japanese Constitution).
73 Ref. [1] at 15.
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As a first step in considering whether representative voting is appropriate for a
particular group, we must recognize and resist the temptation to declare that a group
is “unable” to vote when the reality is that the group in power simply does not wish
to make accommodations needed to allow such a group to vote. This has been the case
for humans who were not able to physically have access to a polling location, who were
not able to read or mark the ballots (or even register to vote), due to being physically
different, in abilities, than those humans with political power, which could also be due
to age, such as if they are very young or very old, or to a lack of formal education. In
an ethical framework of engagement, it is essential to always question whether access to
direct voting is being denied or limited for “practical” reasons that are only choices of
convenience for the humans (enhanced or non-enhanced) in power. If that is the case,
representative voting can be, at best, a provisional approach while the access issues are
addressed. Representative voting in lieu of direct voting should never be assumed to be an
adequate or equitable response in such a situation.

In addition, there is an inherent danger of stereotyping or assuming that a particular
group will (or should) vote in a certain manner when in fact there may be many individuals
or subgroups who may have very different views. This raises questions of identity and
representation.74 This can be seen for example in the construction of a new constitution
when India became independent from Britain. “The mechanics of representation was
a serious problem facing Indian democratization, and it proved to be most challenging
in the cases of Muslims and the lower castes.”75 The colonial state mediated citizenship
through community affiliation and therefore “embraced a static vision of participation
where the interests of individuals were established in advance.”76 This resulted in a failure
“to provide for a fair and enduring solution to the problem of group diversity.” It was a
denial of agency, that “necessarily proceeded on the assumption that individuals within
certain groups would act collectively and in specific ways.”77 India’s founders therefore
rejected group-based or communal representation drawn on religious lines. However,
the situation was different for caste—and particularly lower caste groups. “At India’s
founding, the Constitution permitted reserved quotas for such groups,”78 which was
not on its face consistent with the rejection of communal representation for religious
groups. However, a theory that has been offered to reconcile the two approaches is to
view communal representation as “suitable for societies where one was a subject rather
than an agent.”79 As Dr. B. R. Ambedkar, chair of the drafting committee for the new
Constitution, argued, the caste system was artificially imposed to create a division of
laborers into compartments.80 Thus, membership in a caste was different from a religious
group in which members presumably chose to self-identify and were (at least theoretically)
free to leave by their own choice when they reached an age of adulthood. Moreover,
due to historical discrimination, lower-caste groups had been effectively excluded from
voting. Reserved quotas were presented as a temporary option to facilitate the transition
to universal and effective franchise, and communal electorates could facilitate “a new
cycle of participation in which the representatives of various castes who were erstwhile
isolated and therefore antisocial will be thrown into an associated life.”81 In this model,

74 “As articulated in international human rights instruments, the right to effective participation can be exercised by both individuals and collectives.
While collective bargaining usually increases the strength of indigenous voices in negotiations and provides for more effective participation, it is
also necessary to take into account the claims of each individual belonging to an indigenous group, as dissenting views cannot always be adequately
represented in collective claims.” Ref. [9] at 15.

75 Ref. [111] at 111.
76 Ref. [111] at 111.
77 Ref. [111] at 138.
78 Ref. [111] at 141.
79 Ref. [111] at 142.
80 Ref. [111] at 142—citing the writings of B.R. Ambedkar to advocate for the lower caste groups, such as the Dalits.
81 Ref. [111] at 145 (quoting Ambedkar).
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a system of joint electorates combined with reserved seats might offer a path toward the
extinction of caste while recognizing the current and near-term reality of the dominance of
the higher castes, and allowing for individual self-determination by all through universal
adult suffrage.82

Another improper path of exclusion that could occur in a scenario of representative
voting is by making the ballot itself (and voter registration and information materials) only
in a particular language or languages, as discussed above, or only in a certain media (such
as print when the method of communication of the “other” beings were through sound,
light, or gestures). Where an enhancement was so extreme that non-enhanced humans
could not (yet) meaningfully communicate with the enhanced humans, representative
voting might be appropriate for one—or both—groups until direct voting was possible
(and even then representative voting might be appropriate as an addition to direct voting).
Plants and animals provide an example of a situation where broad and effective cross-
species communication is not currently available. However, there are strong indications
that animals do communicate with each other through language and in a complex social
structure [112–115]. Plants may communicate also [116,117]. If that is the case, human
enhancements could facilitate such cross-species communication but could also make it
difficult for the enhanced human to communicate with other humans who did not have the
same enhancement. This problem would be especially acute if the enhancement was not
reversible. For example, it is at least theoretically possible that an enhanced human could
be physically modified to be proficient in communicating with a particular type of bird or
octopus (or digitally embedded in a machine learning/artificial intelligence network), but
then could no longer communicate with humans who lacked similar enhancements.

Examples of representative voting that could be applied where direct voting was
not possible due to basic communication challenges between enhanced humans, non-
enhanced humans and other beings include, for example, the “Party for the Animals”.
“On 22 November 2006 the Dutch Party for the Animals was elected to the House of
Representatives with 2 of the 150 seats. A worldwide first! On 5 [M]arch 2017 the Party
for the Animals won 5 seats, an increase of 150 per cent. The party now has 80 elected
representatives at European, national, regional and local level” [118]. As the Party explains:
“The main driver of our party is to protect the interest of the weakest against the alleged
right of the strongest. In all this, the animals are the most vulnerable and often come in last
in a world focused on short-term interests. The mistreatment of animals and the destruction
of their home take place on a larger scale than ever seen before, including factory farming,
animal testing, and in nature itself. After the liberation of slaves and women, and giving
rights to children, the next logical step is to take the interests of animals seriously.”83

Another example is a city in Costa Rica that gave citizenship to bees, plants and
trees [121]. “Now known as “Ciudad Dulce”—Sweet City—Curridabat’s urban planning
has been reimagined around its non-human inhabitants. Green spaces are treated as
infrastructure with accompanying ecosystem services that can be harnessed by local gov-
ernment and offered to residents. Geolocation mapping is used to target reforestation
projects at elderly residents and children to ensure they benefit from air pollution removal
and the cooling effects that the trees provide. The widespread planting of native species
underscores a network of green spaces and biocorridors across the municipality, which
are designed to ensure pollinators thrive.” In this situation, the bees, plants and trees
are not voting directly, but they are being recognized as “citizens” to whom the elected
representatives must respond to “the appeal of the other”, while also considering the well-
being of human constituents as well. This is an expansion of the Japanese Constitutional
model, where Members of Congress represent the whole citizenry”—meaning all Japanese

82 Ref. [111] at 146–147.
83 Ref. [118] Sue Donaldson and Will Kymlicka also offer an applied ethics political theory of relationships between animals and humans in Zoopolis: A

Political Theory of Animal Rights. [119]. The pioneering work of Professor Donna J. Haraway in this area also merits deeper consideration [120].
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nationals, not just their direct constituents or political party.84 In a world of enhanced and
non-enhanced humans, such a scenario of respect and consideration for the well-being
of those deemed “lesser” or “other”—or even “non-human”—is preferrable to the pet or
slave options offered by Warwick as a prompt for debate.85 It is also more consistent with
the extended ethical framework of engagement applied herein.

Human enhancement is here—now—and may increase in the future. When it comes
to a core right to vote, and responsibility to afford others that right and consider their
wishes and needs, we should question whether it is ever ethical to treat living or conscious
“others” as captives, slaves or pets, and if so, under what circumstances. We should reject—
as likely unethical under an extended version of the framework suggested by Loidolt—a
model that in intent or effect advantages enhanced humans—even superhumans—over
non-enhanced humans. Although they will not be covered in the manner they deserve
at this time, potential approaches from one or more “posthumanist” perspectives also
offer exciting alternatives. For example, “Posthumanism offers a generative critique of the
subject/object dualism not by prioritizing one instead of the other, or assimilating one to
the other, but by embracing both relationally, as intra-connected actants in an open and
respondent context, which is also constantly shifting.”86

For enhanced or non-enhanced humans who are not legally entitled to vote directly, or
unable to vote directly using current voting methods, alternative systems of representation
may be needed with the express recognition that they are inherently inadequate. In order to
mitigate systematic discrimination against and/or by the enhanced humans of the future,
it may be appropriate to reconsider and adjust the voting system. “Voting” in such a
situation, should not be viewed just a right, but also as a responsibility toward others who
may not be able to vote (or whose votes may “count” less). In a fair negotiation forum
with a power imbalance (such as for a minority group), “the right to effective participation
implies a duty on the part of members of the majority which is more onerous than that of
minority participants.”87 The more powerful group members have a greater responsibility
to make efforts to listen to, learn from and respectfully understand (with the least possible
prejudice) the interests and demands of the less powerful group in order to try to achieve
equality. As Loidolt has persuasively articulated, the more powerful will still likely fail to
achieve true equality due to the inherent impossibility of fully understanding the appeal of
the “other”, but the process itself will have greater legitimacy than if the greater burden is
placed on the less powerful to articulate their interests in a manner the more powerful will
respect and honor.

Humans are not just the bearers of rights, but also beings that seek to adjudge and
constitute “right” [1]. Such a framework suggests that less emphasis should be placed
on artifacts of physical appearance, mental capacity, geographical location88, birthplace,
ancestry (whether “natural” or “enhanced”) and age of human bodies, or even species and
organic versus inorganic or hybrid life forms. In addition, more weight should be allotted
to the idea that all living beings are coexisting on a planet that has limited resources and
that therefore all living beings may have responsibilities toward each other, regardless of

84 Ref. [9] at 35.
85 For example, “one new and emerging approach is the use of legal personality to protect water systems in law through the granting of legal rights to

rivers” [122]. By contrast, Professor Sandra Seubert contends that the “animal-as-citizen approach overestimates the potentials of human-animal
communication and underestimates the abuse of power asymmetries. Humans can (and should) take (what they interpret as) animals’ interests into
account but they cannot deliberate about interest with animals on an equitable basis.” Ref. [123] at 63–69.

86 Ref. [124] at 165.
87 Ref. [9] at 22-23.
88 Legal or practical disenfranchisement due to geographical location can occur because of lack of a permanent residence address due to poverty

(such as in Japan, where homeless people are legally disenfranchised if they are not on the “resident register” [125] or due to membership in a
nomadic tribe (such as for the Kuchis in Afghanistan [126]. There are also millions of “stateless” people who are not only disenfranchised but
struggle in many other areas as well, including travel restrictions. “There are at least 4.2 million stateless people in the 79 countries that report them,
but the U.N. agency believes that to be a severe undercount and that the problem affects many millions more” [127]. “Statelessness arises from a
variety of situations, including redrawn borders, discriminatory laws that prevent women from passing on their nationality to a child, births that go
unregistered, or the mass expulsion of an ethnic group” [127].
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what they look like or how their minds work. If so, under a new Declaration of the Rights
and Responsibilities of Beings, the legal (and practical) right to vote directly, or through
indirect representation where such voting is not (yet) possible, could be distributed as
broadly as possible, and voters would be ethically required to consider not only their own
interests but also their responsibility toward other beings, particularly those who cannot
vote or whose votes “count” for less.

3.7. Participation of the “Other” in the Structure, Process and Meaning of Voting and Governance

“it has been said that democracy is the worst form of Government except for all those
other forms that have been tried from time to time.”89

In the context of “voting,” giving a voice to the “other” in a world of enhanced and
non-enhanced humans, defined as broadly as possible, including those with extreme en-
hancements and those with no enhancements, requires re-examining the basic framework
of government with the benefit of inclusive participation. In an ethical theory of engage-
ment, legitimization and justification is essential in a meaningful world. We must “face the
appeal of the other” and determine what is “right” “from a phenomenological first-person
perspective instead of the classical ‘objective’ third-person perspective of reciprocity.”90

If the process of constituting the world is a priori occurring in a context of legitimizing
intentionality, and entire groups of enhanced and non-enhanced humans are (intentionally
or unintentionally) excluded from participating in the very design of the governmental
structure, then, in the ethical framework outlined by Loidolt,91 the resulting structure
would not be “right” even if the end result was the same as what would be established
with the benefit of their voices and judgment. Only the means can justify the ends—not vice
versa. This is particularly true because, in advance, we recognize that “this right of the
other, which should give the ultimate grounding and measure of every right, is exactly one
that will always remain ‘haunted’ by the appeal of excessive immeasurable terms (and this
always includes the danger to treat the other wrongly, especially in his otherness).”

“The foundation of democracy is to be seen in the human being pressing into the
future and the inherent comportment towards future circumstances that are different
from those of the present. In other words, it is to be found in the pre-rational, bodying
along of ourselves with our distinctive way of being. Human beings have always been
communal and they have always displayed a range of involvements with others of their
kind. Democracy itself has its ground in one of these involvements. Probably, the involve-
ments are those which couple the manifest tensions around decision making in emergent
communities with the aspirations of individuals who seek to produce something that
is beyond their own competence.”92 Thus, any governmental structure and process of
voting that is put in place should not only involve as many voices as possible (including
both enhanced and non-enhanced humans for purposes of the present focus on human
enhancements) but also must recognize it is inherently imperfect and provisional—and
subject to a fresh re-examination and ratification process if it is later determined that groups
were excluded from participation or new groups (or types of beings) come into existence
or are recognized/discovered. There has never been an easy answer to questions about
how a democratic form of government with diverse participation should be structured and
operate, and it is likely to become even more difficult as we have more diverse types of

89 Ref. [128] at 574.
90 Ref. [1] at 3.
91 Ref. [1] at 7.
92 Ref. [89]. The importance of participation by the less powerful is emphasized by Kawashima in the context of indigenous peoples. Drawing from

the Inter-American Commission on Human Rights, Organization of American States, Proposed American Declaration on the Rights of Indigenous
Peoples (1997), (OAE/Ser/L/V/11.95), she notes a key point that “indigenous peoples have a right to participate not only in the implementation
and evaluation of policies, plans and programmes for national or regional development, but also in their formulation.” Ref. [9] at 31. In addition,
“indigenous peoples have a right to maintain and develop their own indigenous decision-making institutions and to select their representatives
according to their own rules and customs.” Id.
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humans, including those with extreme enhancements. Yet we must face such challenges,
even knowing our response will be flawed.

Based on these considerations, our working draft Article could be modified as follows:

“The will of all beings, and responsibility toward all beings (whether voting or non-
voting), shall be the basis of the authority of government; this will, and responsibility,
shall be expressed through universal and equal suffrage (directly and/or through repre-
sentatives) or through such other process and method as may be developed and ratified
with the universal and equitable participation of such beings.”

In this theory of engagement, an inclusive process is not just for the benefit of the
“other” or “lesser” participants. It is also essential for the powerful if they desire to create
an ethical form of government in a diverse world, even if the new form of government is
admittedly imperfect. The right to “vote” may not be sufficient, or may even be harmful,
if the very structure itself is flawed. For example, the United States (and Canadian)
governments were built on a foundation that intentionally benefitted wealthy white male
property owners and intentionally disadvantaged indigenous peoples and white women. In
part due to the challenge of “catching up” after decades of disenfranchisement, the United
States federal government still hews more closely to the composition that the founders
intended than the composition of the country as a whole. In 2020, of the 100 Senators, only
26 were women, three were Black, three were of Asian ethnicity (one of whom was also
Black), four were Hispanic, and none were indigenous [129]. Only three Native Americans
have served in the United States Senate in the history of its existence. The fact that the
United States Senate official website only selected four categories to measure diversity also
is an indicator of a lack of diversity. Canada also continues to try to meet the challenges of
a legacy of discrimination. As Coel Kirby noted in 2018, “In the past three years the federal
government has passed two-fifths of all Indigenous-related legislation since confederation.
These changes implement a particular and contested constitutional vision of Canada as a
single multicultural society comprised of two founding European nations and many less
equal Indigenous nations.”93 In considering alternative visions, we can see “there were
and are a multiplicity of ways of constituting our collective selves in common.”94

3.7.1. The Importance of Broad Engagement and Participation for Legitimacy

To address the challenges of a world of human enhancements in the ethical frame-
work proposed, it is crucial to listen to alternative viewpoints. In ignoring the voices of
different tribal leaders in Canada and unilaterally imposing (and then revoking) Indian
enfranchisement, multiple “alternative visions of constitutional co-existence within con-
federation” were lost. “The Anishinaabe-dominated [c]ouncil proposed various forms of
dual-nationality to reconcile membership in both their treaty-recognized nations and the
Canadian state. In contrast, [another council with Haudenosaunee leadership] insisted on
Haudenosaunee autonomy mediated by a special treaty relationship with the Canadian
and imperial governments.”95

Comparing the situation in Canada with that of India’s founders, a profound difference
was the leadership and participation of Dr. B. R. Ambedkar. Dr. Ambedkar was born a
member of the Mahar caste, one of the lowest social groups in India—the Dalits, sometimes
offensively referred to as the “untouchables”. Nevertheless, he succeeded in earning his
Ph.D. at Columbia University and a doctoral degree in economics from the London School
of Economics. He was elected to chair the committee drafting India’s constitution in 1947.96

Likely as a result of his role and advocacy for the lower castes, the Constitution as adopted

93 Ref. [8] at 4.
94 Ref. [8] at 4. Also, “[f]ocusing on and placing weight on a fair negotiation forum (and the right to effective participation which guarantees it), which

requires the mutual cooperation and support of participants, could be understood as an Asian way of thinking, as opposed to a Western way of
thinking, stressing unilateral assertions of an individual’s right or interest.” Ref. [9] at 22, footnote 7.

95 Ref. [8] at 2.
96 For additional background on Dr. Ambedkar, see [130].
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reflected (somewhat) more of Dr. Ambedkar’s views, and not those of M.K. (Mahatma)
Gandhi, who was born into a more privileged caste than that of Dr. Ambedkar.97 Gandhi
admired the caste system, although he thought there should be no hierarchy between castes.
Dr. Ambedkar’s response to Gandhi was “the outcaste is a byproduct of the caste system.
There will be outcastes as long as there are castes. Nothing can emancipate the outcaste
except the destruction of the caste system.”98

The challenges faced by the Ainu indigenous minority in Japan provide an additional
example of what is lost (in terms of legitimacy) when the powerful disregard the appeal
of the “others” who are less powerful, and what can be gained when those voices are
heard and respected. One of the questions raised when the assimilationist 1899 Hokkaido
Ex-Aborigines Protection Act was finally repealed in 1997, was how the Ainu should be
treated, including whether they should have special representation in local and national
legislative assemblies as well as a standing consultative Ainu body (which were two of the
six provisions drafted by the Ainu Association of Hokkaido for inclusion in the new law).
However, likely due to the increasing restriction of the participation of Ainu in the higher-
level policy making processes,99 the only provision that was ultimately incorporated related
to the promotion of Ainu culture.100 One reason given for the rejection of the provision
regarding representation was “the recognition of special electorates distinct from those of
general citizens is very likely to violate the Constitution.”101 Assuming, hypothetically,102

that the reason given was valid, then, in the participatory ethical framework being applied
herein, the next question would be whether the Ainu had participated in the drafting and
enactment of the Constitution that was being applied to deny them the right to special
representation. If they had been able to meaningfully participate in such drafting, as was
the case for the lower-caste and less powerful Dalits in the Indian Constitution where
Dr. Ambedkar not only was able to participate, he was the elected chair of the drafting
committee, its application to their rights and role would be legitimate. If they had not
been able to participate meaningfully in the drafting of the Constitution and formulation
of the framework of government, then they could reasonably demand a fresh review and
ratification—with their participation—of the Constitution, which might warrant an entirely
new framework or an amendment.

3.7.2. Selected Examples of Difficult Questions That Require Broad Engagement

In a world of enhanced and non-enhanced humans, including humans with extreme
enhancements, it will be even more challenging to find an ethical approach that balances
the right to vote with responsibilities toward other. Discarding any vision or alternative
presented by a particular group out of hand would be itself a violation of the ethical
obligation to respond to the appeal of the other. The questions raised when one becomes
open to hearing the appeal of the other are typically not amenable to easy ethical solutions.
Participation of diverse voices is essential for the structure enacted to be legitimate under

97 Ref. [130] at 150-151.
98 Ref. [130] at 26.
99 “It is especially regrettable that the Experts Meeting [Concerning Ainu Affairs – established in 1995 in response to the request of the first and then

sole Ainu member of the Japanese Congress] did not include any Ainu members. This was pointed out by a member of the Experts Meeting, who
suggested that a new Meeting be established, including Ainu persons, to contribute to the drafting process after the issuance of the report by the
Experts Meeting. Nevertheless, this proposal was never realized.” Ref. [9] at 38–40.

100 Ref. [9] at 32–33.
101 Ref. [9] at 34 (quoting from Section 3 in Hokkaido Utari Mondai Konwa Kai Tosin (A Report of the Round Table on a Policy for the Ainu Culture),

March 1998.
102 Kawashima contends that the Japanese Constitution would, in fact, allow for special representation for the Ainu. Ref. [9] at 34–36.
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our extended ethical theory of engagement.103 As examples of the challenges involved, we
will consider a few examples of the types of questions that would warrant careful review,
with the benefit of broad engagement by enhanced and non-enhanced humans: (a) voting
proportionality, (b) geo-political borders, and (c) temporality.

Reconsidering Voting Proportionality

How many “votes” should each being get, and should there be a difference based on
country of citizenship, region or nationality—or based on whether the being is enhanced or
non-enhanced (and the nature of the enhancement) or some other factors? In a direct model
of “one being = one vote”, an enhanced human might be able to clone themselves or, as
noted above, they might distribute their consciousness in multiple human and/or silicon-
based embodiments. If duplication of the identity and consciousness of an enhanced
human was as simple (and unlimited) as making copies of digital works or computer
programs, in theory such enhanced humans could “stack” the vote count in a manner that
would not be viewed as fair to the other voters, whose votes could be rendered meaningless.
A version of this problem has existed to some extent for every direct or representative
democratic system of government with minorities whose votes would count “less” than
the majority. It was the reason the U.S. Constitution established a hybrid approach (based
on the House of Commons and House of Lords model of England) with the House of
Representatives having a number of elected representatives for each state based roughly on
the population of the state, and the Senate having a fixed number where each state had two
Senators. But the model of rights and voting is a very particular model, and may not be
the only appropriate model to consider, either historically or under our ethical framework
of responding to the appeal of the other. We can also consider a model of responsibility
toward others in voting, not just an individual (or communal) right to vote.

A group of humans operating as a hive mind or a single human with an extended
consciousness that extended throughout a global network (both on land and in satellites)
might well feel that communal voting was preferable for their well-being (and even for
their very sanity), despite the fact that having one vote for each participant or “node” in
the network might give them more votes. Operating by consensus might be tremendously
valuable to them. This was the case in Canada during the period in the 1800s when
Indians were briefly enfranchised before being disenfranchised. Certain tribal voters “were
deeply split between the Conservative and Liberal parties that transformed the differences
managed by chiefly consensus into factions competing in public electoral contests.”104 Thus,
it is important not to make assumptions about what another person or group would want
or would think is best. They need to be involved in such decisions, to the extent possible.

Reconsidering Political Geographical Borders as Determinants for Governance

While laudable and a tremendous advance for the time it was written, Article 21
is likely too narrow for a world of enhanced humans under the ethical framework we
are applying. For one thing, it is very likely limited to citizens through the reference to
“his country” and it unduly preferences votes of “people” in that country, which means
humans with extreme enhancements likely would not qualify. They might not be citizens
of any country. The issue of geographic borders played a major impact in the American

103 The concept of “ancestry” itself, while frequently used as a proxy for race in discriminatory denial of enfranchisement as discussed above, may be
legitimate when used by the group itself as a key cultural, social and/or religious requirement for membership in an indigenous group. See, for
example, the struggle of the Hawaiian people or Kānaka Maoli to assert their sovereignty and right to self-determination, including the very right to
define group membership at least in part based on ancestral terms. Ref. [131] at 2605 (the “OHA [Office of Hawaiian Affairs] constituted an attempt
by the State of Hawaii to enable Kānaka Maoli self-determination. By rejecting this model, the [United States Supreme] Court in Rice demonstrated a
troubling inability to understand indigenous self-governance as possible outside of federally recognized tribal governments—an oversight that
continues to stifle indigenous self-governance in the U.S. territories to this day. Ultimately, as Hawaiian scholar Noelani Goodyear-Ka‘ōpua writes,
by invalidating Hawaiian-only voting for OHA trustees, Rice eliminated “the small measure of electoral control over resources Kānaka Maoli could
collectively exercise within the settler state system.”) (citations omitted).

104 Ref. [8] at 35.
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Revolution, as discussed above, where American Colonists felt they should be entitled to
the right to vote in England as citizens. Such questions continue to be of concern.

For example, in 2018, the following question was submitted to the European Parlia-
ment, “Six EU Member States (Cyprus, Denmark, Germany, Ireland, Malta and the United
Kingdom) deprive their nationals of the right to vote in national elections on account
of residence abroad, on the basis of the assumption that expatriates are not affected by
political decisions taken in their country of origin. These Member States also disenfranchise
their nationals in European elections if they live permanently in a third country, and two of
them (Ireland and the United Kingdom) even do so in respect of nationals who are resident
in the EU. In some Member States (e.g., Spain and Portugal) there are insufficient or no
facilities to vote from abroad, which is an obstacle to the exercise of the right to vote” [132].

Individual voting only by country or region on issues that could lead to mass extinction
is problematic even in the current world because certain countries have a disproportionate
impact on the global climate. In our extended ethical framework, responding to the appeal
of the “other” requires consideration of the appeal of other beings regardless of where
they are physically located. This is particularly evident in the case of extreme human
enhancements that could allow an individual voter to “reside” in multiple countries at the
same time or instantaneously change their geographic residence. We are facing catastrophic
climate change impacts:

“’We’re eroding the capabilities of the planet to maintain human life and life in
general,” said Gerardo Ceballos, an ecologist at the National Autonomous University of
Mexico. The current rate of extinctions vastly exceeds those that would occur naturally.
Scientists know of 543 species lost over the last 100 years, a tally that would normally take
10,000 years to accrue. ‘In other words, every year over the last century we lost the same
number of species typically lost in 100 years,’ Dr. Ceballos said. If nothing changes, about
500 more terrestrial vertebrate species are likely to go extinct over the next two decades
alone, bringing total losses equivalent to those that would have taken place naturally over
16,000 years” [133].

As it becomes clear that humans live in an increasingly interconnected and interde-
pendent world, geographic borders could become largely irrelevant for votes that would
impact global well-being (and potentially the very survival of humanity and other living be-
ings).105 As will be discussed below, in an ethical theory of engagement, the answers to the
questions of who can vote and where they can vote, even if necessarily imperfect, require
the participation of and discourse among all affected humans, enhanced and non-enhanced.

As a final example of difficult/disturbing questions that require a response in an
extended ethical framework of engagement, we will consider the temporality and cadence
of voting.

Reconsidering Temporality/Cadence of Voting and Ratification of the Framework
of Government

The temporality of voting itself should also be subject to review and consideration
by enhanced and non-enhanced humans. Voting annually, or after a variable number (n)
years, could be ridiculous for an enhanced human who experienced time on a different
scale, such as a human whose consciousness was embodied in an extended computer
network. To such a human, a calendar year might be the subjective equivalent of millennia.
If such humans were in the minority, the ethical theory of engagement being applied
in this context would require that they have a voice in the design of the voting process
itself and that other humans consider their needs and desires and not dismiss them. And
if such humans became dominant in terms of wealth, numbers and political power, it
would still be necessary to listen to and respect the wishes of humans without such

105 An additional concern about using geographic borders to determine voting rights is that such borders too often reflect a legacy of violent
appropriation of lands and divisions in which the dispossessed lacked a meaningful voice. Ref. [134] “’They make magic lines only they can see’
noted a member of the Hupacasath First Nation of British Columbia, as colonial surveyors sliced up his ancestral lands into tidy parcels, a fraction
of which would become the Hupacasath’s reservation.”
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enhancements (whether due to poverty or self-determination that they did not wish to
have such enhancements).

Looking to the future with hope that we have the opportunity to do better than the
past, versus resignation that we are at or past the pinnacle of our achievements as the
human race, we should periodically consider what form(s) of government are available
for an inclusive and diverse population of enhanced and non-enhanced humans. We
should take into account current and historical disparities and discrimination and future
possibilities and what “voting” even means or should mean. Even if they were the best
options available to date, which may or may not be true, existing approaches are inherently
unreliable when we try to consider the diverse and potentially unlimited possibilities of a
world of human enhancements—moderate to extreme—and current and future beings. The
reason is that the approaches that were not designed with the input and participation of
such diverse groups are fundamentally illegitimate under the extended ethical framework
we are applying. They were largely designed by people of a certain wealth, gender, and
religion in a particular country at a particular time. They may not represent the wide
variety of perspectives that are needed in order to make self-determination meaningful
in a design “from the ground up” versus “from the top down”—either currently or in
the future, when there may be beings (enhanced humans or otherwise) who do not even
exist today. The governed should be entitled to a voice in the design of the very system of
governance, not just in its execution or in a retrofit—such as, in the United States example,
by giving voting rights to male former slaves, then to women, then to indigenous peoples
etc. while keeping the core (two-political party) system intact.106 They may inherit an
existing system of government as a practical matter but it should not be viewed as the best
option available just by virtue of its age.107 Thus, a foundational question that must be
addressed in responding to the appeal of the “other” is when and how the very framework
of government warrants re-examination and potentially a fresh ratification by the beings
who are impacted by such framework. There is no easy answer to that question, but an
answer that would be incorrect would be for the decision to be made only by one group
of beings (whether enhanced humans or non-enhanced humans) without the input of
the other.

The need to include a diverse group of “others” (whether enhanced or non-enhanced
humans or other beings) in the design of government and what voting as a social and legal
construct “means”, is not a utilitarian argument or a prediction about what will result from
diverse participation. The end result may not be “better” under some weighing method
comparing costs and benefits. For one thing, any such weighing should be inherently
suspect when the person or group doing the weighing does not represent the broader
group because they tend to over-value their own interests and under-value or ignore the
costs to others who are not participating in the weighing. But more fundamentally, the
very premise of self-determination and enfranchisement means having the ability to make
decisions that at the time or in hindsight will be seen as “bad” or “wrong.” This is true at
the individual level as well as at the broader citizen level.

We are responsible for the rights of others, but “at the same time we cannot point
to evident legitimizing grounds—and if we do, we know that they are never enough for
the ethical appeal that confronts us.”108 The “other” remains “radically impenetrable or
inaccessible as other” and therefore “brings subjectivity into an anarchical and asymmetri-
cal relation with his infinite and radical transcendence.”109 This will be true in a world of
enhanced humans, as it is already true today. We deceive ourselves when we believe we

106 The two-party system in the United States has led to absurd extremes of partisan gerrymandering, such as the examples shown in Rucho v. Common
Cause, in which the Supreme Court held involved “political questions” beyond the reach of the federal courts absent an equal protection (one person,
one vote) violation or racial discrimination [135].

107 Dr. Ambedkar “thought of the [India] Constitution as a work in progress. Like Thomas Jefferson, he believed that unless every generation had the
right to create a new constitution for itself, the earth would belong to ‘the dead and not the living.’” Ref. [130] at 46 (citation omitted).

108 Ref. [1] at 18.
109 Ref. [1] at 19.
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truly understand another human being (enhanced or non-enhanced) in the way that we
understand ourselves.

4. Conclusions

“We’re out to repair the future.

We are here for the storm that’s storming because what’s taken matters” [136]

Loidolt concludes that “this right of the other, which should give the ultimate ground-
ing and measure of every right, is exactly one that will always remain ‘haunted’ by the
appeal of excessive immeasurable terms (and this always includes the danger to treat
the other wrongly, especially in his otherness). However, an ethics of human rights must
not be paralyzed by such a situation. It must undertake the responsibility of an urgent
judgment that proves its engagement by its openness for a universality to come.”110 In the
context of extreme human enhancements, we will respond to the challenge of an ethics of
the rights of living beings and of conscious beings—whether “still human” or “beyond
human”. Loidolt’s “ethics of discourse” is offered as a commitment to “a critique and the
ongoing process of legitimization (which would be a strategy to cope with historical and
cultural relativism)” thereby opening a horizon, “where responding to the ethical appeal
of the other becomes conceivable as an attitude of commitment which resists the totality of
having everything at [one’s] disposal.”111

As the UDHR was built out of the ashes of World War II and the mass genocide whose
roots could be traced to centuries of persecution (including brutal attacks on minorities and
Jews who were blamed for the plague epidemic of 1348–1351 (the “Black Death”), [137] it
seems appropriate to consider if we can do even better than the drafters of the UDHR as
we come out of a global pandemic, mass extinctions of species and harms to humans due
to climate change, and as we seek to address (and redress) the consequences of centuries
of systematic legal and social discrimination, and violence, against certain people due to
their skin color, gender, sexual preferences, religion, ethnicity and/or social class or caste.
All of this is occurring as technology and human enhancements are advancing at a rapid
rate. Just as the UDHR of 1948 was a massive step forward from the American Declaration
of Independence of 1776, which enfranchised white men only and left the abomination of
slavery intact, we can, and must, do better than the UDHR in years to come.
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